Evaluating Transport and Application Layer Protocols for Haptic Applications
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Abstract—Recently, a number of transport and application layer protocols for haptic and Interactive applications have been proposed. This paper presents a survey of the above protocols. It outlines the haptic data transmission characteristics. It also depicts the qualitative features that transport and application layer protocols should contain in order to carry haptic data. Based on these criteria, evaluation of the above protocols is performed.
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I. INTRODUCTION

High Quality of Experience (QoE) is an asset that all applications try to gain. The integration of haptic features in an application can highly improve its QoE. Studies [1, 2] have shown that haptic applications are sensitive to network conditions such as network delay, jitter, packet loss and out-of-order packet delivery. Due to this sensitivity, haptics could not be applied over the Internet until recently. Recent improvements in network conditions made it feasible for new services, known as tele-haptics and collaborative haptics (C-haptics), to flourish. Tele-haptics and C-haptics are a branch of interactive application that tries to carry the sense of touch and the tactile feedback through the Internet.

There are two main categories of haptic architecture [3]: the server based and the distributed architectures. The client-server architecture has the advantage of consistency. On the other hand, a peer-to-peer architecture supports parallel computation and scalability, and is less dependent on network conditions. The scene in a server-based architecture is only updated after a round-trip delay to the server while in peer-to-peer architecture the update delay is only one-way. Knowing that haptic applications are vulnerable to network delays, in collaborative applications with many participants, a peer-to-peer architecture is often chosen.

The main obstacle to the growth of haptics is the Internet’s unstable network conditions. The protocols that specialize in haptic data transmission are SCTP [4], SMOOTHED-SCTP [5], IRTP [6], RTNP [7], ETP [8], and RTP/I [9]. Some of these protocols, such as IRTP and RTNP were not created specifically for haptic applications but for interactive applications in general. Both haptic and interactive applications present the same requirements for data transmission, so that these protocols can be applied to both applications. Many methods have been investigated to optimize haptics.

The rest of this paper is organized as follows. In section II, haptic data transmission characteristics and data flow requirements are described. Section III gives an evaluation of haptic transport protocols and related work, while section IV describes the requirements for haptic transport protocols. Finally, performance metrics for haptic data transmission protocols are presented in section V, while section VI identifies future research directions.

II. HAPTIC DATA TRANSMISSION CHARACTERISTICS

Research [10, 11] has shown that the update rate, in this kind of applications, must be quite high, close to 1 kHz. This nontrivial update rate is needed especially in cases where users come in contact with each other, like in the case of collaborative haptics, or with other objects. The harder the objects are, the higher the update rate should be, so as to avoid the phenomenon of unwanted intrusion and oscillation [12]. The data load per data unit is relatively small, for a motion command is about 32 bytes [6]. If the overhead of the datagram is added, then the size of the data unit is in most cases around 40 bytes, for the UDP protocol. But for update rate equal to 1 kHz the throughput is computable, most often greater than 320 kbps. Haptic system channel throughput requirements, data update rate frequencies and maximum transfer units are summarized in Table I.

Based on Table I the requirements for the control and the feedback channel are exactly the same. It should also be mentioned that the refresh rate of the video data (30 fps) is much smaller than that of the haptic data (1 kHz). Of course, the maximum transmission unit (MTU) of haptic data (64-128 Bytes) is 10 to 20 times smaller that of the video data (1500 Bytes). The throughput of a haptic system (512-1024 kbps) is a little bit bigger than that of an audio system (128 kbps) and smaller than that of a video system.
A. Haptic data flow requirements

Haptic data, as all real-time multimedia streaming applications, require timely delivery of information and can tolerate some packet loss to achieve this goal. Moreover, haptic applications are prone to instability. This instability can be caused by the Packet Delay Variation (PDV), also called as jitter [13]. The delay of a network specifies how long it takes for a packet to travel across the network from one node or endpoint to another. Research [14, 15, 16, 17, 18] has shown that the maximum delay should be less than 50 ms, the jitter less than 10 ms and the packet loss less than 10%. When delay and jitter get values higher than the above, then malfunctions such as unpleasant sensation of handling, delayed response, oscillations and instability occur. To avoid all these unwanted malfunctions, network conditions should satisfy table II.

### TABLE I. HAPTIC SYSTEM TRANSPORT DATA REQUIREMENTS

<table>
<thead>
<tr>
<th>Haptic System Requirements</th>
<th>Requirements for Each Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission Control Data</td>
<td>Feedback Data</td>
</tr>
<tr>
<td>Update Frequency</td>
<td>1 kHz</td>
</tr>
<tr>
<td>Throughput</td>
<td>512-1024 kbps</td>
</tr>
<tr>
<td>Packet Size</td>
<td>64-128 Bytes</td>
</tr>
</tbody>
</table>

**Haptic System Requirements**

<table>
<thead>
<tr>
<th></th>
<th>MPEG4 Video Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>27-30 fps</td>
</tr>
<tr>
<td>Resolution</td>
<td>320x240 or 640x360 px</td>
</tr>
<tr>
<td>Video</td>
<td>900-2000 Kbps</td>
</tr>
<tr>
<td>Audio</td>
<td>128-160 Kbps</td>
</tr>
</tbody>
</table>

B. QoS Requirements for Different Applications

<table>
<thead>
<tr>
<th>QoS</th>
<th>Requirements for Different Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jitter (ms)</td>
<td>10</td>
</tr>
<tr>
<td>Delay (ms)</td>
<td>60</td>
</tr>
<tr>
<td>Data Rate (kbps)</td>
<td>512</td>
</tr>
<tr>
<td>Data Loss (%)</td>
<td>0,1-10</td>
</tr>
<tr>
<td>Update Rate (Hz)</td>
<td>1000</td>
</tr>
</tbody>
</table>

It could be said that compared to the requirements that other multimedia applications have, haptic applications are more tolerant to data loss and bandwidth but are sensitive to delay, jitter and update rate.

III. RELATED WORK ON HAPTIC TRANSPORT PROTOCOLS

Several protocols have been proposed to transfer haptic data. Some of them were created purely for this purpose while others were designed for other interactive applications such as robot tele-operation [19]. Based on the qualitative features that are being presented in section IV and Table III that depicts which qualitative features every protocol fulfills, there has been a qualitative evaluation of these protocols. They are presented below with a decreasing order of suitability for real–time haptic communication:

**ALPHAN** [20]: It is an Application Layer Protocol for Haptic Networking (ALPHAN). It operates on top of UDP and it can easily be customized with the help of an XML-based description file. It supports prioritization with the help of multiple buffers. It uses three types of messages, partially borrowed from MPEG. It packets, known as “key updates” that are sent reliably and P and B packets, that are sent unreliably, known as “normal updates”. It includes a timestamp and a sequence number to its packets. It also includes a participant and an object ID. All the above properties force the protocol to use 16 bytes of overhead at every packet.

**S-SCTP** [5]: Smoothed - Synchronous Collaboration Transport Protocol (s-SCTP) is widely used in haptic applications. It derived from the SCTP [4] but differs in that it includes a buffer at the receiver’s side to reduce the unwanted effect of jitter. It uses two types of packets: the “key updates” which are sent reliably and the “normal updates” that are sent unreliably. In order to avoid the implosion problem it applies negative acknowledgement. It performs congestion control by scaling the transmission rate, depending on the received Ack and Nack messages. It uses interaction streams to carry “differential” packets. Key updates are placed especially in the first and in the last slot of the stream.

**HMTP** [21]: It is an efficient Hybrid Multicast Transport Protocol (HMTP) for collaborative virtual environments. It derives from the combination of four protocols: Scalable Reliable Multicast (SRM) [22], Reliable Multicast Transport Protocol (RMTP) [23], Selective Reliable Transmission Protocol (SRTP) [24] and Synchronous Collaboration Transport Protocol (SCTP). It enforces scalability like RMTP and reliability with NACK approach like SRM. Its architecture resembles a multicast tree, like RMTP. It has two types of messages, “key updates” and “normal updates” in an interaction stream, like SCTP. The packets are sent with three modes of transport depending on their type like SRTP. This protocol is focusing on collaborative applications with a lot of users in which case multicast is necessary.

**IRTP** [6]: Another protocol that applies to interactive applications is the Interactive Real-time Protocol (IRTP). It is connection oriented and is located at the transport layer. For its implementation it imitates the transport protocols TCP and UDP, the TCP for the transport of “crucial data” and the UDP for the transport of the “remaining data”. It implements flow and congestion control with the windows size scheme, same as TCP, and error control with the help of a buffer at the sender’s side and two buffers at the receiver's side. The main advantage of this protocol is that it uses a very little overhead of only 9 bytes.

**RTP/I** [9]: The Real Time Application Level Protocol For Distributed Interactive Media (RTP/I) is also a protocol that can be used for haptic applications. It also uses UDP for the “unreliable data” and TCP for the “reliable data”. It contains a participant identifier, a priority field, a sequence number and a timestamp in its packets. It has four types of messages: “event”, “state”, “delta state” and “state query” messages. Its main drawback is that it is not designed purely for haptic...
application but for general interactive applications. This means that it has a big overhead of 28 bytes at every datagram in order to support a wide spectrum of applications. Taking into account that the data rate in haptic applications is near 1 kHz, a 224 kbps bandwidth is required only for the overhead information, which is mostly unnecessary.

ETP [8]: The Efficient Transport Protocol (ETP) is designed especially for haptic applications. Its main target is to optimize the available bandwidth by trying to minimize the Inter Packet Gap (IPG) and the round trip time (RTT). For this goal it has six states: FAST DECREASE IPG, LOOK, INCREASE IPG, SLOW DECREASE IPG, STABILITY IPG and STABILITY MAX. By adjusting the IPG it performs congestion control. It uses the UDP protocol for transporting its data and it operates the control and the feedback channel as two independent data flows. The protocol that has almost the same features as ETP is the Bidirectional Transport Protocol (BTP) [25] which is specialized in tele-operated robots and has been developed from the same authors.

UDP: This protocol is in transport layer and provides the smallest delay, if no congestion occurs in the network. It does not provide reliability and congestion control and it is very poor to Inter-Protocol and Intra-Protocol Fairness. It does not use buffer and produces large jitter. It creates the smallest overhead, 8 bytes, and it is characterized as a "best effort" protocol.

RTNP [7]: Another protocol for haptic data transmission is the Real Time Network Protocol (RTNP). It was designed for teleoperation but its main drawback is that it can be implemented only in unix environments. Its main feature is that it uses priority for its packet. The scale of the priority is designated inside the packets. The priority changes the queue in which the packets stand at the sender's or in an intermediate buffer. If a packet is marked as a "real-time" packet, it gets higher priority.

STRON [26]: The Supermedia Transport for Teleoperations over Overlay Networks (STRON) is an transport scheme that uses forward error correction encoding to provide a reliable and fast transmission service. The main attribute of STRON is that it takes advantage of multiple disjoint overlay network paths (one of them is the IP path) to transport its packets. With the use of Reed-Solomon codes provides a rather reliable transport service without using acknowledgments and retransmissions. For congestion control it enforce the TCP Friendly Rate Control (TFRC) [27].

TCP: This is a protocol that creates a virtual connection between sender and receiver. It is a reliable protocol with a congestion control mechanism. It creates bigger delay than UDP and it is TCP-friendly with other connections. It uses a bandwidth optimization control with a window size scheme. It creates very big overhead, 20 bytes, that is a disadvantage at a very high update rate. As TCP is optimized for accurate delivery rather than timely delivery, it is understood that it should not be applied in haptic applications.

A summary of the properties of all the above protocols is presented in Table III.

IV. HAPTIC SYSTEM TRANSPORT PROTOCOL REQUIREMENTS

Using TCP as transport protocol for haptic systems is difficult to meet the requirements of Table II. In order to implement so big update frequencies (1 kHz) with so little delay (60 ms) and jitter (<10 ms), protocols should meet certain constrains and contain some qualitative features. Table III presents all the protocols that could be used in a haptic transmission system. It also depicts the qualitative features that a protocol should fulfill in order to meet requirements of Table II. These qualitative features are presented below in a decreasing order of importance:

Prioritization [28]: Haptic transport protocols should give higher priority to real-time interactive data. If different kinds of data (haptic, video and voice) are transmitted simultaneously, priority should be given to haptic data as they are more sensitive to delay and jitter. As haptic data contain control commands, they are more crucial than video and voice. Video and audio have lower requirements on delay and jitter which means that they should have lower priority. This prioritization can be supported with the IPv4 ToS octet or the IPv6 traffic class octet in a DiffServ architecture.

Key Updates [4]: Many interactive protocols divide packets into key updates which are sent reliably and normal updates which are sent unreliably with best effort techniques. Furthermore, some protocols, like SCTP, support "differential messages". They are update messages that carries only the difference between the current and the previous state of an entity's. This technique achieves higher compression and faster data transmission.

Interaction Stream [4]: In an interaction stream a series of update messages are grouped into one stream. All the messages from the same stream are referred to the same interaction. With this grouping "differential messages" can be applied, higher compression can be achieved, less bandwidth can be required and less computational power for packet forwarding is needed.

Minimum Overhead: Haptic protocols have to keep as minimum overhead as possible. Haptics requires very high update rate, around 1 kHz. This means that each byte at the header is being multiplied by a factor of 1000 due to the update rate. The result of this multiplication is the required bandwidth. Since the packet payload is quite small, usually 32-128 bytes, each byte of overhead sensibly reduces protocol efficiency [6].

Error Correction and Data Integrity: Reliability is a feature that must be supported from a haptic protocol. A small part of the messages, such as the last update message, of the control and feedback channel should be sent reliably. A proposed mechanism that enforces reliability and reduces network traffic is the Negative Acknowledgement (NACK) [29] and the Selective Acknowledgment (SACK) [30]. Both of the above mechanisms avoid the Acknowledgement "Implosion problem". Nevertheless both mechanisms increase protocol overhead. A tradeoff threshold should be set in order to satisfy minimum overhead requirement, error correction and data integrity.

Jitter Control [31] and Congestion Control [32, 33]: Jitter control can avoid long delay and jitter due to network
overload. When the network is under congestion, data transfer should be reduced or even terminated in order to solve congestion and consequently reduce delay and jitter. Algorithms that could be applied for the congestion control are the Additive Increase/Multiplicative Decrease AIMD [34], the Rate Based Congestion Control RAP [35] and the TCP Friendly Rate Control (TFRC) [27].

**Real-time Flow Control:** In an IP network, packets can be lost, duplicated, or delivered out of order. A sequence number and a buffer, at the receiver’s side will help to set these packets in the correct order. Moreover, the sequence number helps in understanding if any packet has been dropped so that a retransmission can be required. Furthermore, each packet should carry a timestamp. The resolution of the clock must be sufficient for the desired synchronization accuracy. It must allow more precise RTT and jitter estimation. When a packet delays, it means that the network is congested.

**Synchronization** [36]: As mentioned before, different kinds of data are being transmitted simultaneously over the same channel. Video, voice and haptic media streams have to be synchronized in order maximum QoE to be achieved. For this synchronization buffer schemes, timestamp fields and time adjustment algorithms are used. It is worth pointing out that media synchronization control is one of key techniques for realizing distributed multimedia applications. Media synchronization control falls into three types: intra-stream, inter-stream, and group (or inter-destination) synchronization control. Group synchronization control as well as the first two types of control is needed in multicast communications. The purpose of the control is to output each MU of media streams simultaneously at different destinations for the fairness among the destinations [37], [38], [39] and [40].

**Multicast** [21]: In the case of a multiuser-collaboration application, the protocol should support Multicast. This property will save users from unnecessary retransmission of identical information from the same source to different recipients. Multicast results in a better utilization of network resources and avoids network congestion. The multicast property can be supported through IP Multicast routing technique.

**Bandwidth Estimation** [41]: The protocol should reduce the transfer rate if it detects network overload so as to avoid congestion. In the opposite case, however, if network resources are free for use, it should increase the transfer rate in order to fulfill transmission requirements. Methods for determining an appropriate sending rate of the transport protocol can be found in [42], [43] and [44].

**Multiplexing** [14]: In a haptic application different kinds of data, such as voice, video, graphics and haptic data, are being transmitted simultaneously. Each kind of data has different Quality of Service (QoS) requirements. The statistical multiplexing of this data can achieve better bandwidth utilization.

**Scalability- Adaptability** [45]: Since network conditions change quite often, the protocol should have the ability to adapt the throughput of the transfer data to the network conditions. When conditions allow it, the protocol should send more detailed information. When a network is heading to congestion, the protocol should have the ability to lower the transferred data either by lowering the data rate or by omitting some packets-informations that are not really necessary.

**Receiver Buffer Optimization** [36]: Many protocols use buffers to reduce the unwanted effects of jitter and the out of order arrival of packets. With the help of an intermediate buffer the receiver can use packets at the right time regardless of the time of origin. The important drawback introduced by the buffer is that it increases the mean time of the delay. This means that an appropriate receiver buffer length threshold should be applied.

**Minimum TCP Friendly Capability:** As tele-haptics refer to the Internet, haptic protocols should try to be TCP friendly [46, 47]. There should be a tradeoff between fair network resource allocation and bandwidth optimization so transmission requirements are met.

V. **HAPTIC TRANSPORT PROTOCOL PERFORMANCE METRICS**

To evaluate the behaviour of haptic protocols, performance metrics should be attained as well. Measures of the performance of a haptic transport protocol should rely on tangible attributes.

Performance metrics used in order to evaluate performance of haptic transport protocols are similar to metrics used for TCP and UDP transport protocols. That is, throughput or goodput at the receiver end, packet loss, network delay, and packet delay variation also called as jitter. As already mentioned, jitter is more crucial for a haptic system (HS) as it causes system instability. Throughput or goodput are less significant since the media unit of a HS is rather small. Haptic protocols should avoid packet delays with big variation in order to function properly, even if this means to operate in a higher RTT or less throughput environment.

![Simulation Scenario](image)

Figure 1. Simulation Scenario.

In order to evaluate each protocol based on the above tangible attributes, a simulation scenario must be set. Some open source, popular network simulators that offer this ability are ns2, ns3 and omnet++. The simulation scenario must contain at least, two endpoints (A, B) that exchange haptic data, some intermediate nodes (C, D) that forward the passing information and some other nodes (E, F) that communicate with each other based on protocols as TCP and UTP as depicted in Figure 1. Intermediate nodes C, D will be the bottleneck of the network as they represent the Internet...
Network. Nodes E and F will generate the Internet traffic. The simulator tool will record all the important performance metrics as delay, jitter, packet loss and throughput. After running the same simulation scenario with all haptic protocols of section III, the evaluation of protocols will be completed.

VI. CONCLUSIONS AND FUTURE WORK

It is worth pointing out that the research area of haptic protocols is fairly new and open to research and development. The QoS for transferring haptic data is particularly demanding and challenging in order to achieve the maximum QoE. The protocols that are used for haptic transmission are continuously evolving. This paper analyzes data transmission characteristics and the data flow requirements of haptic data. It presents the protocols that are used for the transmission of haptic data and analyzes the qualitative features that these protocols should fulfill. Table III summarizes all the above information.

The next step is to compare the above protocols in a simulation environment. From the simulation, it will be possible to derive accurate statistical and qualitative data that will allow in-depth evaluation of the reported protocols. Taking the above information in consideration, it is possible to either suggest corrections to the relevant protocols or create a new haptic protocol.

<table>
<thead>
<tr>
<th>Protocol Properties</th>
<th>ALPHAN</th>
<th>SCTP</th>
<th>HMTP</th>
<th>RTP</th>
<th>SCTP</th>
<th>RTP/I</th>
<th>ETP</th>
<th>UDP</th>
<th>RTNP</th>
<th>TCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAYER</td>
<td>APP</td>
<td>TRNSP</td>
<td>TRNSP</td>
<td>TRNSP</td>
<td>TRNSP</td>
<td>TRNSP</td>
<td>APP</td>
<td>TRNSP</td>
<td>TRNSP</td>
<td>TRNSP</td>
</tr>
<tr>
<td>PRIORITIZATION</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>KEY UPDATES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>PACKET (BYTES)</td>
<td>16</td>
<td>9</td>
<td>28</td>
<td>8</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RELIABLE</td>
<td>PARTIAL</td>
<td>PARTIAL</td>
<td>PARTIAL</td>
<td>PARTIAL</td>
<td>PARTIAL</td>
<td>PARTIAL</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>CONGESTION CONTROL</td>
<td>NO</td>
<td>ACK- NACK</td>
<td>NACK</td>
<td>Cwnd</td>
<td>ACK- NACK</td>
<td>RATE</td>
<td>BASED</td>
<td>NO</td>
<td>Cwnd</td>
<td></td>
</tr>
<tr>
<td>BANDWIDTH OPTIMIZATION</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>PARTIAL</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>SEQUENCE NUMBER</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>TIMESTAMP</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>BUFFERS</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>PARTIAL</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>CONNECTION ORIENTED</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>PARTIAL</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>TCP FRIENDLY</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>MULTI-PLATFORM</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

TABLE III. HAPTIC DATA FLOW REQUIREMENTS AND TRANSPORT PROTOCOLS CAPABILITIES
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