Signalling picture encoding schemes and associated picture properties

Abstract

Systems and methods that provide a video stream, the video stream comprising a sequence of plural compressed pictures corresponding to a video program, the plural compressed pictures having plural sets of compressed pictures, each of the plural sets adhering to one or more picture interdependencies, properties, or a combination of the picture interdependencies and properties, and provide auxiliary information in the video stream, the auxiliary information comprising plural data fields, the plural data fields comprising a first data field corresponding to one of multiple possible coding scheme, the coding scheme comprising a set of tiers that uniquely define the one coding scheme, the plural data fields further comprising a second data field different from the first data field, the second data field comprising an indication of whether the one or more picture interdependencies, properties, or a combination of both corresponding to the set of tiers is valid for use in decoding.
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**Claims**

The invention claimed is:

1. A method, comprising: providing a video stream, the video stream comprising a sequence of plural compressed pictures corresponding to a video program, the plural compressed pictures having plural sets of compressed pictures, each of the plural sets adhering to one or more picture interdependencies, properties, or a combination of the picture interdependencies and properties; and providing auxiliary information in the video stream, the auxiliary information comprising plural data fields, the plural data fields comprising a first data field corresponding to one of multiple coding schemes, the coding scheme comprising a set of tiers that uniquely define the one coding scheme, the plural data fields further comprising a second data field different from the first data field, the second data field comprising an indication of whether the one or more picture interdependencies, properties, or a combination of both corresponding to the set of tiers is valid for use in decoding.

2. The method of claim 1, wherein the coding scheme further comprises a start tracking point corresponding to each respective tier of the set of tiers, the start tracking point providing an indication to a decoder of which type of compressed picture of the plural compressed pictures tracking for the respective tier can begin, and wherein the coding scheme further comprises wherein the coding scheme further
comprises an ending condition corresponding to the each respective tier, the ending condition providing an indication to the decoder of when the tracking for the each respective tier can end.

3. The method of claim 2, wherein the start tracking point or the ending condition for at least one of the set of tiers is based on the one or more properties of at least one of the compressed pictures.

4. The method of claim 3, wherein the start tracking point or the ending condition for the at least one of the set of tiers is further based on a relationship of the one or more properties of the at least one compressed picture to the same one or more properties of one or more other compressed pictures of the plural compressed pictures.

5. The method of claim 4, wherein the one or more properties comprises absolute compressed picture size, relative compressed picture size, or the compressed picture size relative to a bit rate of the video stream.

6. The method of claim 4, wherein the relationship is between the at least one compressed picture and one or more immediately prior or subsequent compressed pictures of the plural compressed pictures.

7. The method of claim 4, wherein the relationship is between the at least one compressed picture and one or more immediately prior or subsequent compressed pictures of the plural compressed pictures belonging to a particular tier.

8. The method of claim 4, wherein the relationship is between the at least one compressed picture and one or more immediately prior or subsequent compressed pictures of the plural compressed pictures belonging to a particular set of tiers.

9. The method of claim 2, wherein the start tracking point or the ending condition for at least one of the set of tiers is based on a location or separation of at least one of the compressed pictures to an immediately prior or subsequent picture of the plural compressed pictures that belong to a particular tier.

10. The method of claim 2, wherein the start tracking point or the ending condition for at least one of the set of tiers is based on a location or separation of at least one of the compressed pictures to an immediately prior or subsequent picture of the plural compressed pictures that belong to a particular set of tiers.

11. The method of claim 2, wherein the start tracking point or the ending condition for the at least one of the set of tiers is based on a relationship of one or more properties of at least one compressed picture to the same one or more properties of one or more other compressed pictures of the plural compressed pictures.

12. A system, comprising: a memory having stored therein executable instructions; and a processor configured to execute the instruction, the processor configured to: provide a video stream, the video stream comprising a sequence of plural compressed pictures corresponding to a video program, the plural compressed pictures having plural sets of compressed pictures, each of the plural sets adhering to one or more picture interdependencies, properties, or a combination of the picture
interdependencies and properties; and provide auxiliary information in the video stream, the auxiliary information comprising plural data fields, the plural data fields comprising a first data field corresponding to one of multiple coding schemes, the coding scheme comprising a set of tiers that uniquely define the coding scheme, the plural data fields further comprising a second data field different from the first data field, the second data field comprising an indication of whether the one or more picture interdependencies, properties, or a combination of both corresponding to the set of tiers is valid for use in decoding.

13. The system of claim 12, wherein the coding scheme further comprises a start tracking point corresponding to each respective tier of the set of tiers, the start tracking point providing an indication to a decoder of which type of compressed picture of the plural compressed pictures tracking for the respective tier can begin, and wherein the coding scheme further comprises wherein the coding scheme further comprises an ending condition corresponding to each respective tier, the ending condition providing an indication to the decoder of when the tracking for each respective tier can end.

14. The system of claim 13, wherein the start tracking point or the ending condition for at least one of the set of tiers is based on the one or more properties of at least one of the compressed pictures.

15. The system of claim 14, wherein the start tracking point or the ending condition for the at least one of the set of tiers is further based on a relationship of the one or more properties of the at least one compressed picture to the same one or more properties of one or more other compressed pictures of the plural compressed pictures.

16. The system of claim 15, wherein the one or more properties comprises absolute compressed picture size, relative compressed picture size, or the compressed picture size relative to a bit rate of the video stream.

17. The system of claim 16, wherein the relationship is between the at least one compressed picture and at least one of the following: one or more immediately prior or subsequent compressed pictures of the plural compressed pictures, one or more immediately prior or subsequent compressed pictures of the plural compressed pictures belonging to a particular tier, or one or more immediately prior or subsequent compressed pictures of the plural compressed pictures belonging to a particular set of tiers.

18. The system of claim 13, wherein the start tracking point or the ending condition for at least one of the set of tiers is based on at least one of the following: a location or separation of at least one of the compressed pictures to an immediately prior or subsequent picture of the plural compressed pictures that belong to a particular tier, or a location or separation of at least one of the compressed pictures to an immediately prior or subsequent picture of the plural compressed pictures that belong to a particular set of tiers.

19. The system of claim 13, wherein the start tracking point or the ending condition for the at least one of the set of tiers is based on a relationship of one or more
properties of at least one compressed picture to the same one or more properties of one or more other compressed pictures of the plural compressed pictures.

20. A method, comprising: providing a video stream, the video stream comprising a sequence of plural compressed pictures corresponding to a video program, the plural compressed pictures having plural sets of compressed pictures, each of the plural sets adhering to one or more picture interdependency rules, the picture interdependency rules corresponding to one or more characteristics of one of the compressed pictures, picture interdependencies between the one of the compressed pictures and other compressed pictures of the plural pictures, or a combination of both; and providing auxiliary information in the video stream, the auxiliary information comprising plural data fields, the plural data fields comprising a first data field corresponding to one of multiple coding schemes, the coding scheme comprising a set of tiers that uniquely define the one coding scheme, the plural data fields further comprising a second data field different from the first data field, the second data field comprising an indication of whether the one or more of the picture interdependency rules corresponding to the set of tiers is valid for use in decoding.

Description

TECHNICAL FIELD

Particular embodiments are generally related to processing video streams in network systems.

BACKGROUND

The implementation of digital video with an advanced video compression method is expected to extend the same level of usability and functionality that established compression methods extend to applications and network systems. Video processing devices throughout the network systems should continue to be provisioned with existing levels of video stream manipulation capabilities or better.

When providing video stream manipulation functionality for video streams compressed and formatted in accordance with the Advanced Video Coding (AVC) standard, referred to herein as AVC streams, it becomes difficult to determine whether the video stream is suitable for a particular stream manipulation operation or for operations extending end user functionality such as different video playback modes. Likewise, it becomes difficult for video processing equipment located at any of several locations throughout a network system to fulfill manipulation operations on AVC streams. This is because the AVC standard generally has a rich set of compression tools and can exploit temporal redundancies among pictures in more elaborate and comprehensive ways than prior video coding standards.

AVC streams are more efficiently compressed than video streams coded with prior video coding standards. However, AVC streams tend to exhibit higher complexities in pictures' interdependencies that make it difficult to fulfill stream manipulation operations.
BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a high-level block diagram depicting an example environment in which an embodiment of systems and methods that implement processing of compressed video having tiered interdependencies and inferential processing to ascertain plural levels of picture interdependencies.

FIG. 2 is a block diagram of an embodiment of a digital home communication terminal (DHCT) as depicted in FIG. 1 and related equipment, in which an embodiment of systems and methods that implement at least in part processing of compressed video and inferential processing to ascertain plural levels of picture interdependencies is implemented.

FIG. 3 is a block diagram that illustrates example picture interdependencies in an example sequence of compressed pictures provided in a video stream.

FIG. 4 is a flow diagram that illustrates a method embodiment for tracking and ascertaining picture levels.

FIG. 5 is a block diagram that illustrates example picture interdependencies in an example sequence of compressed pictures provided in a video stream, and in particular, serves as an example for determining time symmetry during picture level candidate processing.

FIG. 6 is a flow diagram that illustrates a method embodiment for providing auxiliary information in a video stream.

FIG. 7 is a block diagram that illustrates an embodiment of a data structure used to annotate auxiliary information.

FIG. 8 is a block diagram that illustrates an embodiment of a data structure used to communicate whether a picture level is enabled or not.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Overview

Embodiments of systems and methods are disclosed that provide a video stream, the video stream comprising a sequence of plural compressed pictures corresponding to a video program, the plural compressed pictures having plural sets of compressed pictures, each of the plural sets adhering to one or more picture interdependencies, properties, or a combination of the picture interdependencies and properties, and provide auxiliary information in the video stream, the auxiliary information comprising plural data fields, the plural data fields comprising a first data field corresponding to one of multiple possible coding scheme, the coding scheme comprising a set of tiers that uniquely define the one coding scheme, the plural data fields further comprising a second data field different from the first data field, the second data field comprising an indication of whether the one or more picture interdependencies, properties, or a combination of both corresponding to the set of
Example Embodiments

In certain example embodiments disclosed herein, a system of tiered interdependencies of pictures has a hierarchy of "T" tiers and comprises of coded pictures in a video stream (e.g., AVC stream) that adhere to one of the T tiers. In one embodiment, the first tier, or Tier-1, consists of the most important coded pictures in the video stream and each subsequent tier corresponds to the next most important coded pictures in the video stream. The T-th tier contains the least important coded pictures in the video stream (e.g., discardable pictures). In an alternate embodiment, the least important pictures in a video stream are pictures not associated with any of the T tiers and thus indirectly belong to the T+1 tier.

In an alternate embodiment, the first tier, or Tier-1, consists of coded pictures in the video stream that when extracted progressively from the video stream can be decoded and output independently of all other coded pictures in the video stream (e.g., pictures in all other tiers). The second tier, or Tier-2, consists of coded pictures in the video stream that when extracted progressively from the video stream can be decoded and output independently of other coded pictures in the video stream that are "determined not to belong to" or "not classified" as Tier-1 or Tier-2 coded pictures (e.g., output independently of pictures Tier-3 through the last tier). More generally, for any value of K from 1 to T, coded pictures classified as, or determined to belong to, Tier-K can be independently decoded and output by extracting progressively all coded pictures in the video stream if they are classified as or determined to belong to one of the tiers among Tiers 1 through K. Thus, if in a progressive manner "all" the pictures belonging to Tiers 1 through K are: (1) extracted from the video stream, and (2) decoded, then the next picture in the video stream that is classified or belongs to one of tiers in Tier-1 through Tier-K can be extracted and decoded because all of the pictures that it depends on or references as reference pictures will have been: (1) extracted from the video stream, (2) decoded and (3) available to be referenced.

A Tier-K coded picture in the video stream can be extracted and guaranteed to be decoded into its intended complete and full reconstruction if extraction and decoding of all immediately-preceding Tier-K coded pictures has been performed progressively for a finite amount of time prior to the extraction of that particular Tier-K coded picture. For instance, a Tier-K picture is decodable if all immediately-preceding Tier-1 through Tier-K pictures in an AVC stream have been extracted and decoded progressively from some starting point. In one embodiment, a Tier-K coded picture can be extracted and decoded in its intended complete and full reconstruction if all coded pictures belonging to tiers Tier-1 through Tier-K have been extracted and decoded progressively since or for at least the last "n" Random Access Points (RAPs) in the video stream immediately prior to the particular Tier-K coded picture. For instance, a Tier-K picture is decodable if a sufficient number of prior pictures in a bitstream have been extracted progressively (e.g., since the last two RAPs). RAPs can be signaled at the MPEG-2 Transport level or layer. For instance, specifications such as MPEG-2 Systems provision indicators in the transport stream, such as a random access point indicator and/or a priority indicator, which serve to signal a RAP. RAPs may be also as defined in ETSI TS102 054 or SCTE 128 2007. Note that a picture is decodable if all its reference pictures, sequence parameter sets (SPS), and picture
parameter sets (PPS) have been extracted.

In an alternate embodiment, a Tier-K coded picture can be extracted and decoded in its intended complete and full reconstruction if all coded pictures belonging to tiers Tier-1 through Tier-K have been extracted and decoded progressively since or for at least the last "n" beginnings of Group of Pictures (GOPs) in the video stream immediately prior to the particular Tier-K coded picture. Alternatively, the guarantee for a complete and full reconstruction of the coded picture may require that the processing of the last "n" complete GOPs in the video stream that are immediately prior to the particular Tier-K coded picture.

In yet another embodiment, a Tier-K coded picture can be extracted and decoded in its intended complete and full reconstruction if all coded pictures belonging to tiers Tier-1 through Tier-K have been extracted and decoded progressively after at least the decoding of "n" I pictures or IDR pictures in the video stream prior to the extraction of particular Tier-K coded picture. In one embodiment "n" may have a first value for consecutive I pictures and a second value for consecutive IDR pictures.

In yet another embodiment, a Tier-K coded picture can be extracted and decoded in its intended complete and full reconstruction if all coded pictures belonging to tiers among Tier-1 through Tier-K, and immediately prior to the particular coded picture in the video stream, have been extracted and decoded progressively after at least the decoding of "G" coded pictures in the video stream that prior to the particular Tier-K coded picture.

The tier system extends support to different approaches of Personal Video Recorder ("PVR") implementations: 1. Bottom-up approach--based on tracking and identifying pictures from the least-important tier (i.e., discardable pictures) and then pictures in one or more of the respective successive tiers of more important pictures. 2. Top-down approach--based on tracking and identifying pictures from the most-important tier (i.e., I or IDR pictures) and then pictures in one or more of the respective successive tiers of less important pictures. 3. Hybrid approach--based on a combination of the bottom-up approach and top-down approach.

One or more "picture interdependencies" rules distinctively define or specify the pictures in a respective tier (or levels in each tier, in some embodiments) in the plurality of "T" tiers. In general, a picture interdependency rule (PIR) expresses: (1) "picture interdependencies" of and/or (2) characteristics or properties of the coded picture in the video stream. Coded pictures in each respective tier adhere to the corresponding set of one or more PIRs corresponding to the tier. A PIR may be characterized by considering the coded picture in relation to any combination of the following:

1. The relation of the coded picture's size to the immediately prior coded picture(s) in the video stream.

2. The relation of the coded picture's size to the immediately prior coded picture(s) in the video stream that belong to a particular tier.

3. The relation of the coded picture's size to the immediately prior coded picture(s) in
the video stream that respectively belong to a particular set of tiers.

4. The relation of the coded picture's size to immediately subsequent coded picture(s) in the video stream.

5. The relation of the coded picture's size to the immediately subsequent coded picture(s) in the video stream that belong to a particular tier.

6. The relation of the coded picture's size to the immediately subsequent coded picture(s) in the video stream that respectively belong to a particular tier or to a particular set of tiers.

7. The location or separation of the picture in relation to the immediately prior picture in the video stream that belong to a particular tier.

8. The location or separation of the picture in relation to the immediately prior or subsequent pictures in the video stream that belong to a particular set of tiers.

9. A characteristic of the coded picture (e.g., number of bits of the coded picture).

10. A start condition for commencing the tracking of pictures in a tier.

11. An end condition that ceases the tracking of pictures in a tier. The set of PIRs for Tier-K may include the set of PIRs corresponding to a tier among Tier-1 through Tier K-1. In one embodiment, the set of PIRs for Tier-K includes all the set of PIRs corresponding to Tiers 1 through K-1.

Certain embodiments disclosed herein also provide a framework that conveys information pertaining to the interdependencies of pictures in the AVC stream. This framework is preferably generic to accommodate various types of assistive information. For instance, in the context of PVR implementations, a framework for conveyance of PVR assistive information consists of the following attributes: 1. Signaling--the location and layer for signaling must not be limited to a particular type of PVR assistive information. 2. PVR assistive information--various types of assistive information must be supported in a compact manner to limit impact on bit-rate. 3. Association of signaled information to pictures in the AVC stream must be supported implicitly and explicitly. 4. Support a hierarchy system of "T" tiers.

In one embodiment, auxiliary information is provided to convey that the coded pictures in the video stream adhere to the set of PIRs corresponding to one or more tiers. In one embodiment, the auxiliary information specifies that the coded pictures in the video stream adhere to the higher or first K tiers of the T tiers. For instance, PVR assistive information is provided to convey that the coded pictures in the video stream adhere to the set of PIRs corresponding to one or more tiers. However, PVR assistive information may assert the PIRs for a subset of the tiers. For instance, the PVR assistive information may specify and assert that pictures in the AVC stream adhere to the first K tiers of T tiers.

In one embodiment, one or more data field could be used to identify one of several possible coding schemes employing a unique "set of tiers (or levels in some
embodiments), each tier (or level) being characterized by a respective set of PIRs. Each coding scheme, S, has a maximum number of tiers, $T_{\text{sub.s}}$. A second data field asserts to a decoder the validity of PIRs associated with the first N tiers defined for coding scheme S. Hence, the PVR assistive information asserts to the decoder that the PIRs for the first N tiers are valid and the decoder can use the PIRs of an asserted tier to track the pictures associated with that asserted tier.

Each coding scheme defines its Tiers (or levels of each Tier in some embodiments), each Tier characterized, in one embodiment, by:

1. A starting tracking point for pictures in a tier. E.g., Tier-1’s starting pictures is a RAP.

2. An ending condition for tracking the pictures in a tier.

3. A set of one or PIRs

In an alternate embodiment, the identification data field does not exist and there is one and only one scheme so there is no need to signal or communicate an identification for the scheme. For instance, PVR assistive information may identify a known or registered picture-tiered scheme. In one scheme, Tier-1 may be defined as the set of pictures that have ascending PTS (or picture output times) from a defined point in a video stream and the PVR assistive information is provided to assert that the decoder can rely on that assumption. In such case, a decoder can identify Tier-1 pictures by tracking progressively pictures with ascending PTS starting after a RAP and a Tier-1 picture can be guaranteed to be fully reconstructable after a second RAP. Tier-2 may be defined as the set of pictures that comply with one or more PIRs.

Having described the various mechanisms of the disclosed embodiments, a preliminary example will help to illustrate the various aforementioned features. Each picture in a bitstream belongs to one of a hierarchy of T tiers. A decoder starts tracking pictures progressively at a RAP to identify Tier-1 pictures, Tier-2 pictures, up to the N-th tier asserted by the received PVR assistive information. A decoder may opt to only identify pictures for the first M tiers, where $M \leq N$. As explained above, each of the $T_{\text{sub.s}}$ tiers in a coding scheme S is characterized by: a starting tracking condition, a set of rules that identifies a picture as belonging to the respective tier, and an end tracking condition. Tracking condition for Tier-K pictures assumes active tracking of tiers 1 through K-1. Tracking of Tier-1 pictures starts at a RAP. The decoder must be able to identify:

Tier-1 pictures independently of Tiers 2 through T

Tier-2 pictures independently of Tiers 3 through T

Tier-K pictures independently of Tiers K+1 through T

The decoder tracks and identifies pictures progressively. PVR assistive information signals that the rules for the first N tiers can be assumed valid and allows for decoder to identify and extract pictures in Tiers 1 through N.
In one embodiment, a starting criteria (e.g., tracking starting condition) for a particular tier can be based on one or more properties of a compressed picture in the stream and/or the relationship of a property of the compressed picture to the same property of one or more other compressed pictures in the AVC stream. For example, one picture property can be the size (e.g., number of bits) of the compressed picture relative to another compressed picture's size. Such a relative property to another compressed picture may depend on one or more compressed pictures having yet another property, such as, having a particular relative location in the AVC bitstream, such as the picture immediately prior in the AVC stream. In addition, the starting criteria for a particular tier may judge a property relative to the same property of another picture in the AVC stream that has been tracked and identified as belonging to another tier. For example, the starting tracking for a Tier-K may rely in the relative location from the last tracked and identified one or more pictures in Tier-K-1. The relative location to the last tracked and identified one or more pictures in Tier-K-1 may require sufficient separation in number of pictures (e.g., exceeds a minimum number of pictures of separation in the stream). Alternatively, the starting tracking for a Tier-K may judge the difference in PTS from a candidate start point to the last tracked and identified picture in Tier-K, such as requiring a difference in PTS above a threshold, on in an alternate embodiment, below the threshold. In another embodiment, the starting tracking for a Tier-K may rely in the difference in PTS from a candidate start point to the last tracked and identified one or two pictures in Tier-K-1.

In one embodiment, a starting tracking criteria for a tier can be the size (e.g., number of bits) of the compressed picture in relation to the size of another picture (i.e., relatively speaking), or the absolute size (e.g., number of bits) of the compressed picture, or the size in relation to the bit rate of the AVC stream. In other words, the starting tracking criteria can involve absolute size, relative size to other compressed picture(s) (e.g., immediately prior pictures in a stream), and/or the size in relation to the bit rate of the AVC stream. The relative size of one compressed picture to another can be relative to the size of the prior picture and considering which tier the picture belongs or in relation to prior tracked pictures, or the prior tracked pictures in the same tier.

In one embodiment, a stopping criteria (e.g., ending condition) for a tier can be based on one or more properties of a compressed picture in the stream and/or the relationship of a property of the compressed picture to the same property of one or more other pictures in the stream. For example, one picture property can be the size (e.g., number of bits) of the compressed picture to another picture. In one embodiment, a stopping tracking criteria for a tier can be the size (e.g., number of bits) of the compressed picture in relation to the size of another picture (i.e., relatively speaking), or the absolute size (e.g., number of bits) of the compressed picture, or the size in relation to the bit rate of the AVC stream. In other words, the stopping tracking criteria can involve absolute size, relative size to other compressed picture(s) (e.g., immediately prior pictures in a stream), and/or the size in relation to the bit rate of the AVC stream. The relative size of one compressed picture to another can be relative to the size of the prior picture and considering which tier the picture belongs or in relation to prior tracked pictures, or the prior tracked pictures in the same tier.

Note that reference herein to pictures in a stream will be understood to refer to
compressed pictures, such as in an AVC stream.


Throughout this specification, tiers should be understood to refer to picture interdependency tiers.

It is noted that "picture" is used throughout this specification to refer to an image portion or complete image from a sequence of pictures that constitutes video, or digital video, in one of a plurality of forms. Throughout this specification, video programs or other references to visual content should be understood to include television programs, movies, or any other signals that convey or define visual content such as, for example, those provided by a personal video camera. Such video programs, when transferred, may include compressed data streams corresponding to an ensemble of one or more sequence of pictures and other elements that include video, audio, and/or other data, multiplexed and packetized into a transport stream, such as, for example, MPEG-2 Transport.

A video stream may further refer to the compressed digital visual data corresponding to any video service or digital video application, including but not limited to, a video program, a video conferencing or video telephony session, any digital video application in which a video stream is transmitted or received through a communication channel in a network system, or any digital video application in which a video stream is stored in or retrieved from a storage device or memory device. The disclosed embodiments may be embodied in many different forms and should not be construed as limited to the embodiments set forth herein; rather, these embodiments are provided so that this disclosure will be thorough and complete, and will fully convey the scope of the disclosure to those having ordinary skill in the art. Although a digital home communication terminal (DHCT) is used as an example throughout the specification, particular embodiments described herein extend to other types of receivers with capabilities to receive and process AVC streams. For instance, particular embodiments are applicable to hand-held receivers and/or mobile receivers that are coupled to a network system via a communication channel. Certain embodiments described herein also extend to network devices (e.g., encoders, switches, etc.) having receive and/or transmit functionality, among other functionality. Particular embodiments are also applicable to any video-services-enabled receiver (VSER) and further applicable to electronic devices such as media players with capabilities to process AVC streams, independent of whether these electronic devices are coupled to a network system. Furthermore, all embodiments,
illustrations and examples given herein are intended to be non-limiting, and are
provided as an example list among other examples contemplated but not shown.

FIG. 1 is a block diagram that depicts an example subscriber television system (STS)
100. In this example, the STS 100 includes a headend 110 and a DHCT 200 that are
coupled via a network 130. The DHCT 200 is typically situated at a user's residence
or place of business and may be a stand-alone unit or integrated into another device
such as, for example, a display device 140 or a personal computer (not shown),
among other devices. The DHCT 200 receives signals (video, audio and/or other data)
including, for example, digital video signals in a compressed representation of a
digitized video signal such as, for example, AVC streams modulated on a carrier
signal, and/or analog information modulated on a carrier signal, among others, from
the headend 110 through the network 130, and provides reverse information to the
headend 110 through the network 130.

The network 130 may include any suitable medium for communicating television
service data including, for example, a cable television network or a satellite television
network, among others. The headend 110 may include one or more server devices
(not shown) for providing video, audio, and other types of media or data to client
devices such as, for example, the DHCT 200.

The headend 110 also includes one or more encoders or compression engines 111
that, in one embodiment, provides auxiliary information (e.g., PVR assistive
information, scheme information) into the transport stream. Although shown residing
in a headend 110, the encoders may be located elsewhere within the network. For
instance, providing of auxiliary information may be implemented upstream from or
external to the headend 110. The headend 110 and the DHCT 200 cooperate to
provide a user with television services including, for example, video programs, an
interactive program guide (IPG), and/or video-on-demand (VOD) presentations,
among others. The television services are presented via the display device 140, which
is typically a television set that, according to its type, is driven with an interlaced scan
video signal or a progressive scan video signal. However, the display device 140 may
also be any other device capable of displaying video images including, for example, a
computer monitor. Although shown communicating with a display device 140, the
DHCT 200 may communicate with other devices that receive, store, and/or process
video streams from the DHCT 200, or that provide or transmit video streams or
uncompressed video signals to the DHCT 200.

FIG. 2 is a block diagram that illustrates an example of selected components of the
DHCT 200. It will be understood that the DHCT 200 shown in FIG. 2 is merely
illustrative and should not be construed as implying any limitations upon the scope of
the disclosure. For example, in some embodiments, the DHCT 200 may have fewer,
additional, and/or different components than the components illustrated in FIG. 2.
Any of the described subsystems or methods of DHCT 200 and/or encoder 111 can
comprise an ordered listing of executable instructions for implementing logical
functions, can be embodied in any computer-readable medium for use by or in
connection with an instruction execution system, apparatus, or device, such as a
computer-based system, processor-containing system, or other system that can fetch
the instructions from the instruction execution system, apparatus, or device and
execute the instructions. In the context of this document, a "computer-readable
"medium" can be any means that can contain, store, communicate, propagate, or transport the program for use by or in connection with the instruction execution system, apparatus, or device. The computer readable medium can be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system, apparatus, device, or propagation medium. More specific examples (a non-exhaustive list) of the computer-readable medium would include the following: an electrical connection (electronic) having one or more wires, a portable computer diskette (magnetic), a random access memory (RAM) (electronic), a read-only memory (ROM) (electronic), an erasable programmable read-only memory (EPROM or Flash memory) (electronic), an optical fiber (optical), and a portable compact disc read-only memory (CDROM) (optical).

The DHCT 200 is generally situated at a user's residence or place of business and may be a stand-alone unit or integrated into another device such as, for example, a television set or a personal computer. The DHCT 200 preferably includes a communications interface 242 for receiving signals (video, audio and/or other data) from the headend 110 (FIG. 1) through the network 130 (FIG. 1), and provides reverse information to the headend 110.

The DHCT 200 may further include one or more processors (one processor 244 is shown) for controlling operations of the DHCT 200, an output system 248 for driving the television display 140 (FIG. 1), and a tuner system 245 for tuning to a particular television channel and/or frequency and for sending and receiving various types of data to/from the headend 110 (FIG. 1). The DHCT 200 may include, in some embodiments, multiple tuners for receiving downloaded (or transmitted) data. The tuner system 245 can select from a plurality of transmission signals provided by the subscriber television system 100 (FIG. 1). The tuner system 245 enables the DHCT 200 to tune to downstream media and data transmissions, thereby allowing a user to receive digital media content via the subscriber television system 100. In one embodiment, analog TV signals can be received via tuner system 245. The tuner system 245 includes, in one implementation, an out-of-band tuner for bi-directional data communication and one or more tuners (in-band) for receiving television signals. Additionally, a receiver 246 receives externally-generated user inputs or commands from an input device such as, for example, a remote control device (not shown).

The DHCT 200 may include one or more wireless or wired interfaces, also called communication ports or interfaces 274, for receiving and/or transmitting data or video streams to other devices. For instance, the DHCT 200 may feature USB (Universal Serial Bus), Ethernet, IEEE-1394, serial, and/or parallel ports, etc. The DHCT 200 may be connected to a home network or local network via communication interface 274. The DHCT 200 may also include an analog video input port for receiving analog video signals. User input may be provided via an input device such as, for example, a hand-held remote control device or a keyboard.

The DHCT 200 includes at least one storage device 273 for storing video streams received by the DHCT 200. A PVR application 277, in cooperation with operating system 253 and device driver 211, effects among other functions, read and/or write operations to/from the storage device 273. The processor 244 may provide and/or assist in control and program execution for operating system 253, device driver 211, applications (e.g., PVR 277), and data input and output. The processor 244 may
further track the received video stream and ascertain that pictures belong to one or more tiers (or levels of one or more tiers) based on inferential processing, or receive auxiliary information identifying schemes pertaining to one or more picture interdependency rules (PIRs) and then ascertain that pictures belong to one or more tiers (or levels of tiers) based on an indicated adherence to those PIRs, and assist at least in part decode operations or other processing operations based on the ascertaining of the picture interdependencies and/or characteristics. Herein, references to write and/or read operations to the storage device 273 can be understood to include operations to the medium or media of the storage device 273. The device driver 211 is generally a software module interfaced with and/or residing in the operating system 253. The device driver 211, under management of the operating system 253, communicates with the storage device controller 279 to provide the operating instructions for the storage device 273. As conventional device drivers and device controllers are well known to those of ordinary skill in the art, further discussion of the detailed working of each will not be described further here.

The storage device 273 may be located internal to the DHCT 200 and coupled to a common bus 205 through a communication interface 275. The communication interface 275 can include an integrated drive electronics (IDE), small computer system interface (SCSI), IEEE-1394 or universal serial bus (USB), among others. Alternatively or additionally, the storage device 273 may be externally connected to the DHCT 200 via a communication port 274. The communication port 274 may be according to the specification, for example, of IEEE-1394, USB, SCSI, or IDE. In one implementation, video streams are received in the DHCT 200 via communications interface 242 and stored in a temporary memory cache (not shown). The temporary memory cache may be a designated section of DRAM 252 or an independent memory attached directly, or as part of a component in the DHCT 200. The temporary cache is implemented and managed to enable media content transfers to the storage device 273. In some implementations, the fast access time and high data transfer rate characteristics of the storage device 273 enable media content to be read from the temporary cache and written to the storage device 273 in a sufficiently fast manner. Multiple simultaneous data transfer operations may be implemented so that while data is being transferred from the temporary cache to the storage device 273, additional data may be received and stored in the temporary cache.

The DHCT 200 includes a signal processing system 214, which comprises a demodulating system 210 and a transport demultiplexing and parsing system 215 (herein demultiplexing system) for processing broadcast and/or on-demand media content and/or data. One or more of the components of the signal processing system 214 can be implemented with software, a combination of software and hardware, or in hardware. The demodulating system 210 comprises functionality for demodulating analog or digital transmission signals.

The components of the signal processing system 214 are generally capable of QAM demodulation, forward error correction, demultiplexing of MPEG-2 transport streams, and parsing of packets and streams. Stream parsing may include parsing of packetized elementary streams or elementary streams. Packet parsing may include parsing and processing of fields that deliver scheme information (from which one or more PIRs can be inferred) corresponding to compressed pictures of the AVC stream. In one embodiment, the parsing is performed by signal processing system 214 extracting the
information and processor 244 providing the processing and interpretation of the information. In some embodiments, the processor 244 performs the parsing, processing, and interpretation. The signal processing system 214 further communicates with the processor 244 via interrupt and messaging capabilities of the DHCT 200. The processor 244 annotates the location of pictures within the video stream or transport stream as well as other pertinent information corresponding to the video stream. Alternatively or additionally, the annotations may be according to or derived from information in the video stream. The annotations by the processor 244 enable normal playback as well as other playback modes of the stored instance of the video program. Other playback modes, often referred to as "trick modes," may comprise backward or reverse playback, forward playback, or pause or still. The playback modes may comprise one or more playback speeds other than the normal playback speed. In some embodiments, pictures may be sorted out, on a per GOP or sub-GOP basis or otherwise, into tiers or levels of tiers such that all pictures of a given tier reference only tiers on that tier (e.g., Tier-1) or higher (e.g., if Tier-2 pictures are desired, reference Tier-1 and Tier-2 pictures). Then, for a given stream manipulation, such as fast forward, the knowledge of these different picture levels (e.g., as annotated in a storage device) can be used to drop pictures and still be assured that all picture references are satisfied.

In some embodiments, the auxiliary information (including scheme information) is provided to the decompression engine 222 by the processor 244. In another embodiment, the annotations stored in the storage device are provided to the decompression engine 222 by the processor 244 during playback of a trick mode. In yet another embodiment, the annotations are only provided during a trick mode, wherein the processor 244 has programmed the decompression engine 222 to perform trick modes.

The packetized compressed streams can also be outputted by the signal processing system 214 and presented as input to the decompression engine 222 for audio and/or video decompression. The signal processing system 214 may include other components (not shown), including memory, decryptors, samplers, digitizers (e.g., analog-to-digital converters), and multiplexers, among others. The demultiplexing system 215 parses (e.g., reads and interprets) transport packets, and deposits the information corresponding to the auxiliary information corresponding to the AVC stream into DRAM 252.

Upon effecting the demultiplexing and parsing of the transport stream, the processor 244 interprets the data output by the signal processing system 214 and generates ancillary data in the form of a table or data structure (index table 202) comprising the relative or absolute location of the beginning of certain pictures in the compressed video stream in accordance with the ascertained tiers. The processor 244 also processes the information corresponding to the auxiliary information (or in some embodiments as inferentially ascertained) to make annotations for PVR operations. The annotations are stored in the storage device by the processor 244. Such ancillary data is used to facilitate the retrieval of desired video data during future PVR operations.

The demultiplexing system 215 can parse the received transport stream (or the stream generated by the compression engine 217, which in an alternate embodiment may be a
program stream, without disturbing its video stream content and deposit the parsed transport stream (or generated program stream) into the DRAM 252. The processor 244 can generate the annotations even if the video program is encrypted because the auxiliary information, in embodiments where present in the AVC stream, are carried unencrypted. The processor 244 causes the transport stream in DRAM 252 to be transferred to a storage device 273. Additional relevant security, authorization and/or encryption information may be stored. Alternatively or additionally, the auxiliary information corresponding to the AVC stream may in the form of a table or data structure comprising the interdependencies among the pictures, as explained further below.

Note that in one embodiment, reference herein to a decoding system comprises decoding functionality and cooperating elements, such as found in the collective functionality of the decompression engine 222, processor 244, signal processing system 214, and memory. In some embodiments, the decoding system can comprise fewer, greater, or different elements. Further, in one embodiment, systems and methods of the disclosed embodiments include components from the headend (e.g., the encoder 111, etc.) and/or components from the DHCT 200, although fewer or greater amount of components may be found in some embodiments.

An encoder or compression engine, as explained above, may reside at the headend 110 (e.g., embodied as encoder 111), in the DHCT 200 (e.g., embodied as compression engine 217), or elsewhere. The compression engine 217 can receive a digitized uncompressed video signal, such as, for example, one provided by analog video decoder 216, or a decompressed video signal produced by a decompression engine (e.g., decompression engine 222) as a result of decompressing a compressed video signal.

In one embodiment, digitized pictures and respective audio output by the analog video decoder 216 are presented at the input of the compression engine 217, which compresses the uncompressed sequence of digitized pictures according to the syntax and semantics of a video compression specification. Thus, the compression engine 217 implements a video compression method or algorithm that corresponds to a respective video compression specification, such as the AVC standard.

The systems and methods disclosed herein are applicable to any video compression method performed according to a video compression specification allowing for at least one type of compressed picture that can depend on the corresponding decompressed version of each of more than one reference picture for its decompression and reconstruction. For example, the compression engine 217 may compress the input video according to the specification of the AVC standard and produce an AVC stream containing different types of compressed pictures, some that may have a first compressed portion that depends on a first reference picture for their decompression and reconstruction, and a second compressed portion of the same picture that depends on a second and different reference picture.

In an alternate embodiment, a compression engine with similar compression capabilities, such as one that can produce AVC streams, is connected to the DHCT 200 via communication port 274, for example, as part of a home network. In another embodiment, a compression engine with similar compression capabilities, such as one
that can produce AVC streams, may be located at the headend 110 or elsewhere in the network 130.

Unless otherwise specified, a compression engine as used herein may reside at the headend 110 (e.g., as encoder 111), in the DHCT 200 (e.g., as compression engine 217), connected to DHCT 200 via communication port 274, or elsewhere. Likewise, video processing devices as used herein may reside at the headend 110, in the DHCT 200, connected to the DHCT 200 via communication port 274, or elsewhere. In one embodiment, the compression engine and video processing device reside at the same location. In another embodiment, they reside at different locations. In yet another embodiment, the compression engine and video processing device are the same device.

The compressed video and audio streams are produced in accordance with the syntax and semantics of a designated audio and video coding method, such as, for example, MPEG-2 or AVC, so that the compressed video and audio streams can be interpreted by the decompression engine 222 for decompression and reconstruction at a future time. Each AVC stream is packetized into transport packets according to the syntax and semantics of transport specification, such as, for example, MPEG-2 transport defined in MPEG-2 systems. Each transport packet contains a header with a unique packet identification code, or PID, associated with the respective AVC stream.

The demultiplexing system 215 may include MPEG-2 transport demultiplexing capabilities. When tuned to carrier frequencies carrying a digital transmission signal, the demultiplexing system 215 enables the separation of packets of data, corresponding to the desired AVC stream, for further processing. Concurrently, the demultiplexing system 215 precludes further processing of packets in the multiplexed transport stream that are irrelevant or not desired, such as packets of data corresponding to other video streams. Parsing capabilities of the demultiplexing system 215 allow for the ingesting by the DHCT 200 of program associated information carried in the transport packets. Parsing capabilities of the demultiplexing system 215 may allow for ingesting by the DHCT 200 of, for example, information corresponding to the characteristics of the interdependencies among the pictures of the AVC stream. The auxiliary information can be provided by specifying explicit information in the private data section of the adaptation field or other fields of a transport stream packet, such as that of MPEG-2 transport. By specification of this information, it should be understood to practitioners in the field that the signaling of such information can correspond to the video program's multiplex at the transport layer (rather than in the video layer). The auxiliary information can be carried as unencrypted data in the video program (e.g., the multiplex of the streams associated with the video program) via, for example, navigation to private data in the adaptation field of MPEG-2 Transport.

For instance, a transport packet structure according to MPEG-2 comprises 188 bytes, and includes a 4-byte header with a unique packet identifier, or PID, that identifies the transport packet's corresponding stream. An optional adaptation field may follow the transport packet's header. The payload containing a portion of the corresponding stream follows the adaptation field, if present in transport packet. If the adaptation field is not present, the payload follows the transport header. The auxiliary information corresponding to the compressed pictures in the AVC stream is provided,
in one embodiment, in the adaptation field and thus not considered as part of the video layer since the adaptation field is not part of transport packet's payload nor part of the AVC specification but rather part of the syntax and semantics of MPEG-2 Transport in accordance with the MPEG-2 systems standard.

The header of a transport stream may include a sync byte that sets the start of a transport stream packet and allows transmission synchronization. The header of the transport stream may further include a payload unit start indicator that, when set to a certain value (e.g., 1b in MPEG-2 Transport) in the packets carrying the video stream, indicates that the transport packet's payload begins with a first byte of a packetized elementary stream (PES). Video streams carried in a PES may be constrained to carrying one compressed picture per PES packet, and to a requirement that a PES packet must always commence as the first byte of a transport streams' packet payload. Thus, the payload unit start indicator provisions the identification of the start of each successive picture of the video stream carried in the transport stream. Note that the transport packets carrying the video stream are identified by the parsing capabilities of DHCT 200 (as described above) from program associated information or program specific information (PSI). For instance, in MPEG-2 Transport, program map tables identify the packet identifier (PID) of the video stream in the program map table (PMT), which in turn is identified via the program association table (PAT).

It should be noted that the auxiliary information is provided in the transport layer unencrypted, and enables a video decoder or other video processing device located in the network to determine for a particular application or operation or condition which pictures to extract from the video stream and/or which pictures to discard from the video stream without having to parse the compressed video layer or video stream. One or more flags in the transport packet header or in the adaptation field may identify starting points or random access points that may serve as stating points for tracking as explained further below. For instance, the adaptation field in MPEG-2 transport packets includes the random access indicator and the elementary stream priority indicator.

Digressing briefly to provide a contextual background on the complexities of picture interdependencies in AVC, AVC streams or other compressed video streams may comprise pictures encoded according to a hierarchy of picture interdependencies, or tiers of picture dependencies. Pictures are associated with a hierarchy of tiers based on picture interdependencies. Each compressed picture belongs to at most one tier. Tiers are numbered sequentially from top to bottom, starting with tier number 1 as the top tier. The bottom tier has the highest number. Pictures in a tier do not depend on pictures of any higher numbered tier. Another aspect of the hierarchy of tiers is that decoding of some pictures depends on particular other pictures. Therefore, if one picture serves as a reference picture to other pictures, it can be considered more important than other pictures. In fact, a particular set of pictures can be viewed in a hierarchy of importance, based on picture interdependencies.

An anchor picture (470) can be an I-picture, IDR-picture, or a FPP (forward predicted picture) that depends only on a past reference picture. In an alternate embodiment, an FPP is an anchor picture if it only depends on the most-recently decoded anchor picture.
Pictures can be characterized or ascertained (or classified) as belonging to a particular picture interdependency tier or "level." A picture's corresponding tier may be understood as a measure of its importance in decoding other pictures--some reference pictures are more important than other reference pictures because their decoded and reconstructed information propagates through more than one level of referencing.

A person of ordinary skill in the art should also recognize that although AVC picture types are used in this disclosure, the systems and methods disclosed herein are applicable to any digital video stream that compresses one picture with reference to another picture or pictures.

An AVC stream is used as an example throughout this specification. However, particular embodiments are also applicable to any compressed video stream compressed according to a video compression specification allowing for: (1) any picture to be compressed by referencing more than one other picture, and/or (2) any compressed picture that does not deterministically convey or imply its actual picture-interdependency characteristics from its corresponding picture-type information in the video stream. Herein, reference is made to the "picture-type" corresponding to an AVC compressed picture as the information conveyed by one or possibly more respective fields in the AVC stream with semantics conveying a "type of picture" or a type of "slice." That is, in accordance with the AVC standard, the picture-type may be conveyed in an AVC stream by different methods. For instance, the picture-type may be expressed by the "primary_pic_type" field in the "access unit delimiter." Alternatively, the picture-type may be expressed collectively by one or more "slice_type" fields corresponding respectively to each of one or more respective slices of the AVC compressed picture. The "slice_header" of each slice of an AVC compressed picture includes its "slice_type" field. An AVC compressed picture may have only one slice. Although picture type information is described as being transferred in specific fields or parts of standard formats, other placements or methods to convey such information are possible. The auxiliary information can be included in the network adaptation layer (the network adaptation layer as described in the AVC specification) or in any other layer, structure, stream, unit, position or location.

There are two main methods of compressing pictures in AVC, Intra and Inter (or Non-Intra) compression. Intra compression is done without reference to other pictures but typically exhibits less compression efficiency than Inter compression. Inter compression exploits temporal redundancy and irrelevancy by referencing one or more other pictures. A reference picture is depended on by at least one other picture for its compression. The decompressed version of the reference picture is used during AVC compression performed by a compression engine to predict at least one portion of a picture that depends on the reference picture. During decompression of an AVC stream performed by a decompression engine, such as decompression engine 222 in DHCT 200, a reference picture is also depended on to decompress and reconstruct at least a portion of at least one other picture. A picture that is not a reference picture (e.g., that is not depended on by at least one other picture) is a non-reference picture.

It should be understood that throughout this specification, the term "depend" or "dependence" in context to reference pictures means a "direct" dependence. These terms do not refer to an indirect dependence, such as the propagation of second picture's data through referencing a first picture that in turn referenced the second
The output time of a picture, or picture-output time, refers to its display time, which is at the time of, or after, it has been completely decompressed and reconstructed. For instance, the output time of a picture corresponds to the time that output system 248 in DHCT 200 provides the decompressed version of an AVC picture to display device 140. To output a picture generally refers to an output of its intended decompressed version. It is noted that a picture that is decompressed and output prior to decompressing all of its depended reference pictures likely results in incomplete visual information, and thus, such output picture does not represent its intended decompressed version. A decode-time-stamp (DTS) and a presentation-time-stamp (PTS) is typically associated with a picture in an AVC stream in accordance with the specification for transporting AVC streams in the amended MPEG-2 systems standard. The PTS of a picture, whether provided in the transport stream or derived by decompression engine 222 in DHCT 200, corresponds to its hypothetical output time during fulfillment of a normal playback mode of the AVC stream. The DTS of a picture corresponds to its decompression time and can also be provided in the transport stream or derived by decompression engine 222 in DHCT 200. Successive compressed pictures in an AVC stream are decompressed in their transmission order (i.e., also the received order) by decompression engine 222 in DHCT 200, and thus have successive decompression times. Although certain embodiments of the disclosure presented herein primarily take into account and realize advantages in decoding based on a characterization or ascertaining of pictures to certain tiers, embodiments can also focus on analysis and optimization of presentation order. In general, the systems and methods described herein can be used by any software process, hardware device (or combination thereof) at any point in a creation, encoding, distribution, processing/decoding and display chain in order to realize a benefit.

The transmission order of pictures is established in accordance with several ordering rules, each with a respective priority. The highest-priority ordering rule enforces each reference picture to be transmitted in the AVC stream prior to all the pictures that reference it. A second ordering rule with high priority enforces pictures that would otherwise have the same ordering priority, to be transmitted in order of their respective output time, from the earliest to the latest.

Video coding standards typically assume a hypothetical instantaneous decoder, meaning that a compressed picture can be instantaneously decompressed at its DTS. A picture's PTS may equal its DTS, thus the hypothetical instantaneous decoder assumes in such cases that the picture is decompressed and output instantaneously.

A picture-output interval is defined according to the picture rate, or frame rate, of the AVC stream. For instance, if the AVC stream corresponds to a video signal at 60 pictures-per-second, the picture-output interval is approximately equal to 16.66 milliseconds. Each consecutive picture-output interval begins at a picture-output time, and a picture is output throughout the picture-output interval. In one embodiment, the actual output time of each picture output by decompression engine 222 is delayed from its hypothetical output time, or PTS, by one picture-output interval. That is, the actual output time of every picture equals the PTS of the picture plus one picture-output interval. A past reference picture is a previously-decompressed reference picture.
picture that has an output time prior to the picture referencing it. Likewise, a future reference picture is a previously-decompressed reference picture that has an output time after the picture referencing it.

An AVC Intra picture, or I-picture, does not reference other pictures but is typically referenced by other pictures. Unlike MPEG-2 Video, Intra compression in AVC allows for prediction of the region of the picture being compressed from the decompressed version of other portions of the same picture. An AVC "instantaneous decoding refresh" picture, or IDR-picture, is an I-picture that forces all previously decompressed pictures that are being used as reference pictures to no longer be used as reference pictures upon decompression of the IDR picture. P-pictures and B-pictures in AVC are allowed to contain intra-compressed portions. As in MPEG-2 Video, P-pictures and B-pictures in AVC allow for any, and possibly all, of a picture's portions to be inter-predicted from "previously-decompressed" reference pictures. Also similar to MPEG-2 Video, inter-prediction of any portion of a P-picture in AVC is limited to using at most one reference picture at a time. However, in contrast to MPEG-2 Video, each different inter-predicted portion of an AVC P-picture is allowed to be predicted from any one of several distinct reference pictures. Similar to MPEG-2 Video, inter-prediction of any portion of a B-picture in AVC is limited to using at most two reference pictures. But whereas MPEG-2 Video uses at most two reference pictures for all of the B-picture, any of several distinct reference pictures is allowed to be used on each different inter-predicted portion of an AVC B-picture.

The number of total reference pictures depended on by different AVC P-pictures may be respectively different. Similarly, the number of total reference pictures depended on by different AVC B-pictures may be respectively different. In accordance with the AVC standard, the "maximum number" of allowed reference pictures in an AVC stream varies depending on the specified "Level" for an AVC stream and the spatial resolution of the compressed pictures in that AVC stream. Furthermore, AVC reference pictures have no pre-determined location in relation to the picture referencing them. These flexibilities in the AVC standard result in better compression efficiency. However, they hinder stream manipulation capabilities of video processing devices since no inferences were heretofore implied about the picture-interdependency characteristics of a compressed picture in an AVC stream that has a picture-type of a P-picture or a B-picture.

Thus, the AVC standard specifies a P-picture by allowing each different inter-predicted portion of the picture to be predicted from "at most one" of any of a plurality of different reference pictures, as for example, 16 reference pictures. Unlike the MPEG-2 video standard or other video compression specifications that further limit inter-prediction to referencing one "predetermined" past reference picture, in AVC there is no such limitation. For instance, a first portion of an AVC P-picture can depend on one reference picture and another portion on a different reference picture. In fact, a picture referenced by a first portion of an AVC P-picture may be a past reference picture, and a second portion may depend on a future reference picture. As another example of the elaborate and complex picture-interdependencies allowed in AVC, a first AVC P-picture may depend on four future reference pictures, a second AVC P-picture may depend on three past reference pictures, and a third AVC P-picture may depend on both, a plurality of past reference pictures and a plurality of future reference pictures.
The AVC standard also specifies the B-picture differently than does the MPEG-2 video standard. MPEG-2 video specifies a B picture as a bi-directional picture, allowing for any portion of the picture to be compressed with a dependence of not more than two reference pictures, one a "predetermined" future reference picture, and the other a "predetermined" past reference picture. The same two reference pictures, or either of them, must be used as the reference pictures for predicting any portion of the B-picture. On the other hand, an AVC B-picture can depend on a plurality of reference pictures, for instance, up to 16 reference pictures, as long as any region of the B-picture is predicted by at most two regions in the plurality of reference pictures. When a region of the B-picture is predicted by two regions, it is said to be bi-predicted rather than bi-directionally predicted. In further contrast to MPEG-2 Video, an AVC B-picture is allowed to be used as a reference picture by other P-pictures or B-pictures.

As an example of the elaborate and complex picture-interdependencies allowed in AVC B-pictures, a first region of an AVC B-picture is allowed to be bi-predicted from two past reference pictures, a second region bi-predicted from two future reference pictures, a third region bi-predicted from a past reference picture and a future reference picture, and these three regions depend on six different reference pictures. The set of reference pictures used by a first B-picture in the AVC stream may be different than the set of reference pictures used by a second B-picture, even if they are both in consecutive transmission order or have consecutive output times. As described previously, AVC reference pictures have no pre-determined location in relation to the picture referencing them. It should be apparent that many types and combinations of picture (or picture portion) dependencies are possible and that different types of auxiliary information can be created to describe the interdependencies or relationships among the pictures in order to provide benefits to later processing of the picture information.

Added complexities include the fact that an I-picture that does not serve as a reference picture is a non-reference picture. Furthermore, some I-pictures may be more important than other I-pictures, depending on the relative location of the I-picture in the AVC-stream and/or on how many other AVC compressed pictures reference the I-picture.

It should be appreciated that while some video compression specifications have picture-types that respectively imply specific picture inter-dependency characteristics, the picture-type of a compressed picture in an AVC stream cannot be relied on for implying an AVC compressed picture that exhibits some characteristics. Besides, even if the picture-type would be able to convey useful information, there are other aspects that make it difficult to easily peek and identify pictures with a certain characteristics in an AVC stream, such as, when the payload of transport packets carrying the AVC stream are encrypted or scrambled. Finding the slice_type and other desired data fields in a transport packet's payload to verify a certain characteristic of the picture may be difficult and require significant traversing into the AVC stream, especially if a desired data field's alignment relative to the start of a transport packet's payload or relative to some other identifiable delimiter varies.

Throughout this specification, a sequence of consecutive pictures in the AVC stream,
or consecutive pictures in the AVC stream, refers to of the consecutive compressed pictures in their transmission order, or equivalently, a sequence of compressed pictures in the AVC stream having successive decode-time-stamps.

A discardable picture is a non-reference picture. A discardable picture with a delayed output time is a discardable picture having a PTS that is later than its DTS. That is, it is a discardable picture that is not output immediately after it is decompressed, and although it is not referenced by any other picture, it enters the “decoded picture buffer” (DPB) specified in the AVC standard for at least one picture-output interval. The DPB resides in decompression memory 299 of DHCT 200, although not limited to residing in that particular location.

Attention is now directed to FIG. 3, which is a block diagram that illustrates picture interdependencies in an exemplary sequence of compressed pictures and their display order and transmission order, and serves as a basis for explaining the hierarchy of picture interdependency tiers. The first row 302 comprises the output order of an exemplary GOP, such as received and decoded in decode order (i.e., transmission order) at the decompression engine 222. The GOP comprises a sequence of compressed pictures (symbolically represented with geometric, 4-sided figures at the top of FIG. 3 and numbered 1-25, and also designated in rows 302, 304, and 306 in FIG. 3 by picture types, such as I, P, or B), including (from left to right in FIG. 3) an I picture (I.sub.1), followed in output order by a B picture (B.sub.2), which is followed by another B picture (B.sub.3), and so on. The picture interdependencies are shown, in part, by the arrows above and below each picture symbol shown at the top of FIG. 3. An arrow tail shown at a picture depicts that such a picture serves as a reference picture to another picture(s) where the arrow head is shown. That is, an arrow conveys that the other picture is predicted from the reference picture. For instance, according to the arrow directions, P.sub.9 depends from I.sub.1 (or I.sub.1 predicts P.sub.9), B.sub.5 depends from I.sub.1 and P.sub.9, B.sub.2 depends from I.sub.1 and B.sub.5, B.sub.3 depends from B.sub.5 and I.sub.1, B.sub.4 depends from I.sub.1 and B.sub.5, and so on. These patterns are repeated in this example for each subsequent display order picture (e.g., interdependencies for B.sub.6, B.sub.7, and B.sub.8 are bounded by B.sub.5 and P.sub.9 and have similar dependencies, such as B.sub.7 and B.sub.6 dependent on B.sub.5 and P.sub.9, B.sub.8 dependent on B.sub.5 and P.sub.9, etc.) as is known. Although described having a similar pattern of dependency between bounds (e.g., between I.sub.1 and B.sub.5, B.sub.5 and P.sub.9, P.sub.9 and B.sub.13, B.sub.13 and P.sub.17), one having ordinary skill in the art should appreciate that different patterns can be found from one bounded group (between I.sub.1 and B.sub.5) to the next (B.sub.5 and P.sub.9). It is further noted that anchor pictures (e.g., pictures I.sub.1, P.sub.9, P.sub.17, I.sub.25) are shown encompassed with a box symbol in rows 302 (and 304).

Beneath row 302 of FIG. 3 is transmission order row 304, corresponding to the order in which the pictures are received at the decompression engine 222. The transmission order of pictures is different than the output or display order due to the need to have the reference pictures prior to decoding a picture. For instance, given the dependencies of B.sub.2, B.sub.3, etc. on B.sub.5 as shown symbolically by the arrows in view of row 302, B.sub.5 needs to be transmitted before B.sub.2 and B.sub.3 as reflected by the ordering of B.sub.5 relative to (e.g., prior to) B.sub.2 and B.sub.3 in row 304. It is noted that B.sub.5 and B.sub.13 serve as reference pictures to
other B pictures (e.g., B.sub.4 depends from B.sub.5), and hence are encompassed with a circle symbol (i.e., in rows 302 and 304, B.sub.5 and B.sub.13 are circled) to represent this feature. Similarly, given the dependency of B.sub.5 on P.sub.9 as set forth in row 302 and the arrows, P.sub.9 needs to be transmitted before B.sub.5, as reflected by the relative ordering in row 304. Note that P pictures can be forward predicted or backwards predicted, and typically, that fact is not evident until the pictures are decoded. For instance, knowledge of the picture type (e.g., as ascertained by a header) does not necessarily convey how prediction is employed or picture interdependencies.

Row 306 is referred to as the instantaneous output row (output of decompression engine 222), and section 308 represents the machine state of the decompressed picture buffer (DPB). In MPEG-2, discardable pictures can be output immediately (no need to retain), though typically, for implementation reasons, such pictures are temporarily stored for at least a picture period or interval. In AVC streams, even with discardable pictures, there are circumstances where the output of the discardable, decoded picture is delayed and hence retained in the DPB. In FIG. 3, discardable, non-delayed pictures (e.g., B.sub.2, B.sub.3, B.sub.4, etc.) are encompassed in row 304 by a triangle symbol, and discardable yet delayed pictures (e.g., B.sub.6, B.sub.7, B.sub.8, etc.) are encompassed in row 304 with a diamond symbol. Referring to FIG. 3, I.sub.1 is assumed to be output at some previous time. The DPB needs the reference pictures for the next picture time interval, and hence the variation in pictures in the DPB over time. For instance, P.sub.9, being transmitted before B.sub.2, B.sub.3, etc. as set forth in row 304, is retained in the DPB, as is I.sub.1. B.sub.5, upon being received, is stored in the DPB, and I.sub.1 is output. Subsequent to I.sub.1, B.sub.2 is instantaneously output, followed by an instantaneous output of B.sub.3. To decode B.sub.4, the DPB needs I.sub.1 and B.sub.5. B.sub.4 is then output. For decoding B.sub.6, I.sub.1 is not needed. Note that P.sub.9 and B.sub.5 are at this point the only pictures retained in the DPB, and hence retain sufficient picture quality while maintaining temporal redundancy. In one embodiment, a picture is retained in the DPB if it has not been output or if it is required for referencing by another picture that has not been decompressed. Note that B.sub.6 had to enter the DPB for the next decoding, but subsequently disappeared from the DPB since it was already displayed. Note that in this example, B.sub.2, B.sub.3, B.sub.4, B.sub.10, B.sub.11, and B.sub.12 are discardable (non-delayed), and B.sub.6, B.sub.7, B.sub.8, B.sub.14, B.sub.15, and B.sub.16 are discardable and delayed. Further, anchors include I.sub.1, P.sub.9, and P.sub.17.

With continued reference to FIG. 3, attention is now directed to certain system and method embodiments that track compressed pictures of a video stream and ascertain the compressed pictures as belonging to an appropriate Tier (and/or level of a tier), with or without the benefit of auxiliary information (e.g., PVR assistive information or coding schemes), the characterization to a given tier or level occurring without the need to decode the compressed pictures of the video stream. Responsive to ascertaining that certain pictures belong to a given tier, decoding can be implemented for each tier independent of higher level tiers as explained above.

In one embodiment, pictures belonging to a first tier, Tier-1, consist of a first (or level 1) and second level (level 2) of pictures. In some embodiments, the first and second levels may be implemented as separate tiers. In one embodiment, a first level consists
of I or IDR pictures. As set forth above, in some embodiments, auxiliary information (e.g., PVR assistive information) may be provided in the video stream that indicates that the compressed pictures adhere to one or more PIRs, as explained above. In some embodiments, one or more data fields in the received stream may indicate an encoding scheme employing one or more tiers, and a respective set of PIRs. A second data stream may indicate the validity of PIRs associated with the asserted tiers, and hence tracking may be employed based on those valid PIRs. In some embodiments, no auxiliary information or data fields are provided since only one scheme is employed and hence known in the network. Accordingly, the description below contemplates the above options.

As part of an inferential process, the DHCT 200 performs a first level of tracking of the received stream, ascertaining whether pictures belong to a first level of Tier-1. For instance, referring to FIG. 3, I.sub.1 and I.sub.25 represent a starting point or random access point in a video stream (e.g., using an RAP indicator, etc.). That is, tracking for Tier-1 pictures, in one embodiment, comprises tracking random access points (RAPs) as part of level 1 tracking (e.g., a starting tracking point for pictures in Tier-1). In some embodiments, level 1 tracking may commence from a previous GOP to guarantee fully reconstructable pictures. In one embodiment, the RAP refers to an access unit in the AVC bitstream at which a receiver commences the decoding of the video stream. The access unit also includes a sequence parameter set (SPS) and a picture parameter set (PPS) used for decoding the associated picture. The random access points can carry an I picture or an IDR picture. In one embodiment, the GOP, typically an MPEG-2 term, is equivalent to the picture sequences and dependencies found between two or more RAPs (e.g., I or IDR). Hence, a level 1 picture in a first tier, Tier-1, comprises an I or IDR picture, and in this example, includes I.sub.1 in FIG. 3. Note that in some embodiments, when a RAP comprises an IDR, tracking may be reset. Further, level 2 tracking may not commence until a sufficient number of RAPs (e.g., 2-3 RAPs) have been ascertained.

In MPEG-2, PVR implementations using trick modes may go no further than the first level of the first Tier-1. For example, I-type pictures may be exclusively utilized in fast forward or rewind operations. If a finer level of granularity is desired, or improved accuracy in placement or removal of a picture in the trick mode operations, a second and/or third level or second tier allows for this improved functionality (e.g., granularity) while handling the complexities of AVC.

A second level of Tier-1 comprises tracking pictures with an ascending PTS. Another way of viewing this relative level of importance is that a picture (e.g., B.sub.5 in FIG. 3) that has a PTS less than a prior picture in decode or transmission order (row 304, e.g., P.sub.9) should not be asserted as a Tier-1 picture (e.g., where in one embodiment level 1 and level 2 are merged). Accordingly, ascending PTS tracking reveals (infers), for instance, P.sub.9 and P.sub.17 as belonging to Tier-1.

Note that a confirmation may be employed during tracking based on determining the adherence of the tracked pictures to one or more PIRs. For instance, and referring to FIG. 3, it is observed that I.sub.1 is quantized less than P.sub.9, which is quantized less than B.sub.5, etc. In other words, a trend of diminishing video bits (compressed video bits) is observed, consistent with the one of the PIRs (e.g., compressed bit size) and which may be used as a confirmation that a particular level is being tracked.
As to ending conditions (e.g., to Tier-1 tracking), in one embodiment, tracking continues until a defined amount (e.g., two or more) of ascending PTS markers are detected (e.g., P\_sub.9, P\_sub.17), or in some embodiments, until a pattern can be discerned (e.g., a sub-GOP). For instance, the last two Tier-1 pictures (e.g., I\_sub.1 and P\_sub.9) may represent a bounding envelope for subsequent level tracking. That is, in one embodiment, the GOPs are demarcated by the RAPs, and sub-GOPS fall in between the GOPs as repetitive patterns. Note that in embodiments where auxiliary information or schemes are provided, such a pattern may be expressly specified via auxiliary information, as explained below. Note that in some embodiments, a second level picture may also be ascertained as belonging to (or characterized as) a first level picture, such as I\_sub.25 in FIG. 3.

One premise adhered to by certain embodiments of the disclosed systems and methods is that n+1 level tracking commences after being engaged in n-level tracking. Having engaged in tracking, a third level of tracking (or Tier-2 tracking) has a starting condition that there has been engagement of tracking at the second level and such second level tracking is successful. Likewise, tracking of ascending PTS should not commence until RAPs have been ascertained (i.e., level 1 tracking has been engaged and is successful in ascertaining that the received compressed pictures are RAPs).

Assuming a first tier (Tier-1) comprising the first and second levels, the compressed pictures immediately subsequent to the level 2 pictures (in transmission order, e.g., row 304), or immediately subsequent to the level 1 picture in some embodiments, represent candidates for third level (level 3) tracking. For instance, referring to FIG. 3, B\_sub.5 represents a candidate for a level 3 picture, since it follows (in transmission order) a second level picture (P\_sub.9). A level 3 candidate is subject to confirmation (before assertion as a level 3, or in one embodiment, Tier-2 picture) based on one or more PIRs (or also referred to herein as confirmation factors, listed below, in no particular order, as (i)(a)-(iv)).

With regard to one confirmation factor (e.g., (i)(a)), since a third level picture may comprise a picture immediately after a second level picture, the PTS of the candidate level 3 picture (e.g., B\_sub.5) is less than the PTS of the level 2 picture (e.g., P\_sub.9). If it is a greater PTS value, it is ascending to a level 1 picture (and hence not a proper level 3 picture candidate). Alternatively, confirmation factor (i)(a) confirms that the picture is not a level 2 picture, which makes the prior picture in transmission order very likely to serve as a future reference picture to subsequent pictures in the stream.

Another confirmation factor (confirmation factor (i)(b)) is to ascertain whether the picture is a reference picture. One mechanism involves determine or ascertaining by interrogation or detection of a stream indicator (e.g., NAL_ref_idc). Note that care should be exercised in using NAL_ref_idc, given the ambiguity of this parameter. For instance, a sequence parameter set (SPS) is also identified as a reference picture according to NAL_ref_idc. In other words, the existence of NAL_ref_idc provides an indication that the picture should not be discarded, but rather, investigated further to determine whether it is a reference picture. Preferably, the access unit delimiter (AUD) can be used to determine whether the picture is an I or IDR, which may be relevant if the RAP was missed. Similarly, the SEI message may be more dependable in this regard than the NAL_ref_idc.
Another mechanism (pertaining to (i)(b)) involves ascertaining from the PES layer from the candidate level 3 picture (e.g., B.sub.5) whether its corresponding (PTS-DTS) is greater than two (i.e., CPL3(PTS-DTS)>2, where CPL3 is the third level candidate picture). A value greater than two refers to a picture that is not one of the discardable pictures (e.g., B.sub.6 or other pictures with diamond symbols) that just entered the DPB and is delayed, but instead, represents a reference picture. The benefit of confirmation factor (i)(b) is that there is no need to traverse beyond the PES layer.

Another confirmation factor (confirmation factor (ii)(a)) is whether .DELTA. PTS (e.g., of B.sub.5-P.sub.9) is greater than a defined threshold (not consecutive pictures).

Another confirmation factor (confirmation factor (ii)(b)) is to track the .DELTA. PTS for consistency. That is, the ascertaining of level 3 pictures may require determining several .DELTA. PTSs. For instance, one embodiment tracks over a defined period of time or over a minimum number of RAPs. In one embodiment, the .DELTA. PTS is fixed during tracking. In some embodiments, the .DELTA. PTS is allowed to vary by a defined tolerance (e.g., ±n pictures, such as where n=1). As an example, .DELTA. PTS (B.sub.5-P.sub.9), or more generally, .DELTA. PTS (CPL3-PL2), where CPL3 refers to the candidate level 3 picture and PL2 refers to the second level picture. In one embodiment, .DELTA. PTS for CPL3-PL2 (e.g., B.sub.5-P.sub.9) should be greater than a defined threshold (e.g., >1). For instance, if the difference is one ("1"), then the pictures are next to each other, which prevents a meaningful granularity. In other words, based on interrogation of annotations (explained below), the PTS preferably comprises a sufficient amount of spacing or "jump," otherwise the candidate picture is unwanted.

Another confirmation factor (confirmation factor (iii)) is to determine the size of the level 3 candidate compressed picture (e.g., number of bits) relative to the immediately preceding picture (which is the second level picture). For instance, in one embodiment, the candidate level 3 picture has to be smaller in size relative to the level 2 picture. For instance, referring to FIG. 3, the (size of P.sub.9)-(size of B.sub.5) is less than a defined threshold (e.g., has to be small). In some embodiments, this comparison can be performed using a ratio (e.g., (size of B.sub.5/size of P.sub.9)>% threshold).

Another confirmation factor (confirmation factor (iv)) can be illustrated by example, where the size of the level 3 candidate (e.g., B.sub.5) is greater than all pictures after B.sub.5 (in transmission order) and prior to the next level 2 picture.

Note that a stopping or ending condition (e.g., that the last two pictures of Tier-1 are enveloping pictures) is the change in PTS (i.e., .DELTA. PTS), which equals (PL.sub.1, K+1-PL.sub.1, K), is greater than a defined threshold, where PL refers to picture level (e.g., first level, PL1), and K is an integer. Referring to FIG. 3, .DELTA. PTS (P.sub.9-I.sub.1)>threshold (eight pictures in this case). In some embodiments, recursiveness is also a stop condition.

One having ordinary skill in the art should appreciate that the various confirmation
factors (i)(a)-(iv) listed above may in one embodiment be listed in order of priority (e.g., from highest priority, (i)(a) to lowest (iv), and in some embodiments, be employed in different orders of priority.

One method embodiment for tracking and ascertaining whether pictures belong to a given level(s) and/or tier(s) is illustrated in FIG. 4 and denoted as method 400. It should be understood that the method 400 is merely exemplary, and some steps may be omitted in some embodiments, performed in different orders in some embodiments, and/or steps added in some embodiments as should be appreciated by one having ordinary skill in the art in the context of the disclosure. In one embodiment, the method 400 comprises a first level of tracking RAPs (I and/or IDR) and asserting (e.g., characterizing or classifying or ascertaining as belonging to a level or tier) as level 1 pictures (402). A second level comprises tracking pictures with an ascending PTS (404) and asserting as level 2 pictures. A third level comprises successfully completed engagement in second level tracking and immediately subsequent pictures (immediately subsequent to level 2 pictures in transmission order) as candidates for level 3 pictures (406). From this basis, confirmations/PIRs are made based on the last two pictures in tier1 (e.g., level 1 and level 2, e.g., I.sub.1 and I.sub.9) as a sub-GOP or sub-pattern. One confirmation (e.g., (i)(a)) comprises determining whether the PTS of the candidate level 3 picture is less than the PTS of the level 2 picture (e.g., PTS of B.sub.5<PTS of P.sub.9) (408). For instance, with continued reference to FIG. 3, I.sub.1 and P.sub.9 comprise the last two Tier-1 pictures, and hence a determination is made as to whether PTS of B.sub.5<PTS of P.sub.9.

Continuing, another confirmation (e.g., (i)(b)) is whether (PTS-DTS) of the candidate level 3 picture (e.g., B.sub.5) is greater than a threshold (e.g., two) (410). In other words, B.sub.5 (a candidate picture that lies somewhere near the middle of the sub-pattern) is preferable to a candidate that is closer to either end of the sub-pattern (e.g., B.sub.2).

Continuing, another confirmation (e.g., (ii)(a)) comprises determining whether .DELTA. PTS2 (PTS of the level 2 and the PTS of the candidate level 3 picture (e.g., PTS of P.sub.9-PTS of B.sub.5) is greater than a defined threshold (e.g., has to be larger than one) (412), and whether .DELTA. PTS1 (the PTS of the candidate minus the start of the boundary or, e.g., B.sub.5-I.sub.1) is greater than a threshold (414). If .DELTA. PTS1 is about equal to .DELTA. PTS2, then stop (416), since the candidate is near the middle of the pattern and hence level 3 tracking is exited. If the difference between .DELTA. PTS1 and .DELTA. PTS2 is large, then another candidate needs to be sought since more granularity is desired (418).

Note that there are generally three types of outcomes for the candidate picture, namely in the middle, to the left of the middle, and to the right of the middle (i.e., middle of the sub-pattern). Such a scenario provides for an additional determination. In other words, a time symmetry is determined between bounding frames or pictures. The right of the middle is typically unlikely since pictures have to be in transmission order, and consequently, all prior pictures in the envelope are likely discardable.

The picture in the middle of consecutive discardable pictures may be deemed of higher importance such as to allow a network processing device to selectively drop
the less important pictures during network congestion or lack of bandwidth. Retaining the middle picture from the sequence of discardable pictures reduces the deviation from the original temporal sampling of the video signal and mitigates the presentation of a jerky video program to the end user. Likewise, reference pictures that are referenced only by discardable pictures may be deemed less important than reference pictures that are referenced by other reference pictures.

Referring to FIG. 5, shown is an example sub-pattern or envelope bounded by level 1 picture, I.sub.1, and level 2 picture, P.sub.7. FIG. 5 is used to show a methodology for candidates positioned to the left of the middle. In this example embodiment, level 1 and level 2 pertain to Tier-1 pictures. Row 502 corresponds to the output order or display order of the picture sequence comprising I.sub.1, B.sub.2, B.sub.3, B.sub.5, B.sub.6, and P.sub.7, the subscripts corresponding to the respective output order. Picture interdependencies are noted by the lines with arrowheads in similar manner as shown in FIG. 3. Row 504 corresponds to the transmission order of the pictures shown in row 502. In this example, the candidate level 3 picture is B.sub.3. One methodology is to find the ascending PTS from B.sub.3 to the right of the envelope picture, which is the last Tier-1 picture, P.sub.7. Although ascending PTS, it is picture level three (PL3). The envelope now becomes bounded by B.sub.3 and P.sub.7 (B.sub.3 now becomes the left, and P.sub.7 is retained as the right picture), and from B.sub.3, find the first ascending PTS picture, which is B.sub.5 in this example. Then determine the proximity between .DELTA.PTS1 and .DELTA.PTS2, similar to the method described in association with FIG. 4 (e.g., whether .DELTA. PTS for (B.sub.5 - B.sub.3) is about equal to .DELTA. PTS for (P.sub.7 - B.sub.5)). If the difference is large, more granularity is required, otherwise, stop if the difference is about equal.

If the candidate is in the middle, then determine if .DELTA. PTS1 is about equal to .DELTA. PTS2 (similar to that described above in association with FIGS. 4 and 5), which is less than a defined threshold (i.e., small). If small, stop. Else, if large, divide into two envelopes (a left envelope and a right envelope), and repeat a similar process as described above for determining time symmetry between the two sets of boundaries.

Note that depending on the desired trick mode functionality (e.g., speed, direction, etc.), one embodiment may decode at only level one (e.g., 15.times. trick modes). In some embodiments, decoding may be implemented at level two and above. In some embodiments, decoding may occur at level three and above (e.g., requiring a granularity of every four pictures).

In some embodiments, the system and method embodiments described herein are advised of certain information that eliminates the inferential process described above, or in some embodiments, at least mitigates some of the guesswork. For instance, the auxiliary information (e.g., instructing on whether the P pictures are forward or backward predicted, whether a particular scheme (e.g., encoding scheme) is employed, from which PIRs can be inferred, etc.) can be provided in the adaptation field by the encoder 111, or by another device that interrogates the stream and subsequently performs an insertion. In some embodiments, the PVR application 277 can, through cooperation with the decompression engine 222, annotate the streams with such information (or without based on the inferential process described above).
These annotations can be retrieved later when performing PVR functionality, and from these annotations, certain trick modes can be performed at varying levels of granularity or speeds.

In one embodiment, auxiliary information is provided to convey that the coded pictures in the video stream adhere to the set of PIRs corresponding to one or more tiers. In one embodiment, the auxiliary information specifies that the coded pictures in the video stream adhere to the higher or first K tiers of the T tiers. In one embodiment, one or more data field could be used to identify one of several possible coding schemes employing a unique "set of tiers, each tier being characterized by a respective set of PIRs. Each coding scheme, S, has a maximum number of tiers, T.sub.s. A second data field asserts to a decoder the validity of PIRs associated with the first N tiers defined for coding scheme S. Hence, the PVR assistive information asserts to the decoder that the PIRs for the first N tiers are valid and the decoder can use the PIRs of an asserted tier to track the pictures associated with that asserted tier.

In one embodiment, the auxiliary information can be carried as private data in the adaptation field, the private data comprising a tag value, length (e.g., how much data to read), among other information, or different information in some embodiments.

One embodiment comprises conveying to the decoding system or other network device that the above-described tracking and ascertaining of picture levels is allowed, and in some embodiments, may provide for one or more rules to enable decoding. For instance, at one end of the information spectrum, the auxiliary information may convey that encoding was performed using scheme "X," or scheme "Y," or provide the decoding system with a GOP, hence providing the decoding system or network device with an explicit set of rules or mechanisms to avoid completely inferentially ascertaining the picture levels. At another end of the information spectrum, the auxiliary information may merely "allow" the decoding system to implement the inferential scheme described above to determine picture levels, or in some embodiments, may alternatively or additionally provide various picture decoding parameters.

FIG. 6 provides a flow diagram that illustrates one method embodiment, referred to as method 600, for conveying explicit auxiliary information. In particular, the method comprises providing auxiliary information into a packet field of a transport stream that encapsulates the bitstream, the auxiliary information explicitly specifying picture interdependency characteristics (e.g., schemes, adherence to PIRs, etc.) among at least a portion of the sequence of pictures (602), and providing the transport stream to a device (e.g., DHCT, video processing device, etc.) to facilitate processing (e.g., decoding, packet discarding, etc.) of the sequence of pictures (604).

FIG. 7 is a block diagram of an embodiment of a data structure 700 implemented by certain system embodiments (e.g., in the DHCT 200) to annotate the auxiliary information. As shown in FIG. 7, the data structure 700 comprises in one embodiment a multi-dimensional linked list, with at least one table or list for each picture level (e.g., one for the first picture level (e.g., level 1 picture), or PL1, one for the second picture level (PL2), and one for the third picture level (PL3). For instance, in the PL1 table or list, "PL1" refers to picture level one, "1" (702) refers to the first picture (RAPn), and "2" (704) refers to the subsequent picture (RAPn+1). Though shown as a
In some embodiments, for every picture "tagged" in levels 1, 2, or 3, the annotations enable the determination of an associated SPS and PPS in the storage device. Hence, certain embodiments of the data structure 700 include a reference to where the picture can be found as well as the associated SPS and PPS. In other words, each picture has associated with it a pointer to its annotated SPS and PPS. Note that there are no picture headers in AVC, hence making the tracking of the SPS and PPS valuable for PVR functionality. Thus, in some embodiments, in addition to annotating the level one RAPs (I and/or IDR), the SPS and PPS are also annotated. A process or device assisting the decoding operation (e.g., processor 244) extracts this information and informs the decompression engine 222 of the SPS and PPS.

FIG. 8 is a block diagram that illustrates an embodiment of a data structure 800 corresponding to the auxiliary information that conveys to the decoding system whether a given level is active or enabled or not. For instance, the data structure 800 comprises the following fields: scheme type 802, level 1 field 804, level 2 field 806, level 3 field 808, and level 4 field 810. One or more bits in each field may indicate whether the picture level is valid or not. For instance, a single bit may have a value of zero ("0") to signify to the decoding system that the picture level is not valid, and a single bit value of one ("1") to signify that the picture level is valid. In some embodiments, the scheme type may not be provided in the auxiliary information, or certain encoder manufacturers may only provide auxiliary information pertaining to fewer than the number of levels shown in FIG. 8. For instance, in some embodiments, the auxiliary information may omit (or maintain an invalid status) for the third level since the manufacturer may not wish to guarantee adherence to level 3, such as to allow greater flexibility.

Note that although the auxiliary information is described above as being conveyed as private data, other mechanisms for conveying the information may be employed (e.g., reserved field).

Further, reference is made herein to tiers and/or levels. In some embodiments, tiers may encompass one or more levels. For instance, in one embodiment, Tier-1 refers to levels 1 and 2. A second tier (Tier-2) may comprise level 3. In some embodiments, tiers may have a one-to-one correspondence with levels (e.g., Tier-1 equivalent to level 1, etc.). Note further that in some embodiments, Tier-2 pictures (e.g., third level pictures) may not be ascertained because the .DELTA. PTS between consecutive Tier-1 pictures is small (e.g., if between two RAPs, have sufficient number of Tier-1 pictures (ascending PTS), do not perform Tier-2). Further, though described using three picture levels, one having ordinary skill in the art should appreciate that further levels are contemplated to be within the scope of the disclosed embodiments.

In some embodiments, a tracking of discontinuity (e.g., splices) is also employed.

At display time, and considering a trick mode operation such as fast forward, the fast forward speed and tier picture rate is used to determine which tier of pictures to display. The tier decision is revisited, in one embodiment, per GOP to be displayed. Once a tier is selected, all pictures on that tier and higher are played to ensure all
references are satisfied.

Note that certain embodiments as described herein are independent of whether auxiliary information is communicated or not. From one point of view, an encoder has to adhere to what is communicated. Note that certain embodiments described herein are not limited to PVR. For instance, in some embodiments, network processing equipment may discard pictures because of network congestion, hence retaining top tier(s) pictures if the logic of such equipment "knew" that it was guaranteed that non-top tier pictures could be discarded and the top tier (which ever tier "n" it is) is guaranteed to be self decodable if all tier n pictures and above are retained. Additionally, in some embodiments, logic in such network equipment may perform the ascertaining methods described herein, hence obviating the need for encoding functionality in the DHCT to perform such functions.

Although the description has been described with respect to particular embodiments thereof, these particular embodiments are merely illustrative, and not restrictive. For example, although a specific application such as personal video recording has been described, it is possible to adapt features of the disclosed embodiments for other applications (e.g., video on demand). Although operations are described with respect to a "picture," any other collection of data may be similarly used such a group of pictures, a block, macroblock, slice or other picture portion, etc.

Any suitable programming language can be used to implement the routines of particular embodiments including C, C++, Java, assembly language, etc. Different programming techniques can be employed such as procedural or object oriented. The routines can execute on a single processing device or multiple processors. Although the steps, operations, or computations may be presented in a specific order, this order may be changed in some embodiments. In some embodiments, multiple steps shown as sequential in this specification can be performed at the same time. The sequence of operations described herein can be interrupted, suspended, or otherwise controlled by another process, such as an operating system, kernel, etc. The routines can operate in an operating system environment or as stand-alone routines occupying all, or a substantial part, of the system processing. Functions can be performed in hardware, software, or a combination of both.

In the description herein, numerous specific details are provided, such as examples of components and/or methods, to provide a thorough understanding of particular embodiments. One skilled in the relevant art will recognize, however, that a particular embodiment can be practiced without one or more of the specific details, or with other apparatus, systems, assemblies, methods, components, materials, parts, and/or the like. In other instances, well-known structures, materials, or operations are not specifically shown or described in detail to avoid obscuring aspects of particular embodiments.

Particular embodiments may be implemented by using a programmed general purpose digital computer, by using application specific integrated circuits, programmable logic devices, field programmable gate arrays, optical, chemical, biological, quantum or nanoengineered systems, components and mechanisms may be used. In general, the functions of particular embodiments can be achieved by any means as is known in the art. Distributed, networked systems, components, and/or circuits can be used.
Communication, or transfer, of data may be wired, wireless, or by any other means.

The foregoing description of illustrated particular embodiments, including what is described in the Abstract, is not intended to be exhaustive or to limit the invention to the precise forms disclosed herein. While specific particular embodiments of various equivalent modifications are possible within the spirit and scope, as those skilled in the relevant art will recognize and appreciate. As indicated, these modifications may be made to the present systems and methods in light of the foregoing description of illustrated particular embodiments and are to be included within the spirit and scope.

Thus, while the various systems and methods has been described herein with reference to particular embodiments thereof, a latitude of modification, various changes and substitutions are intended in the foregoing disclosures, and it will be appreciated that in some instances some features of particular embodiments will be employed without a corresponding use of other features without departing from the scope and spirit as set forth. Therefore, many modifications may be made to adapt a particular situation or material to the essential scope and spirit. It is intended that the various embodiments are not be limited to the particular terms used in following claims and/or to the particular embodiment disclosed as the best mode contemplated for carrying out the systems and methods, but that the certain embodiments will include any and all particular embodiments and equivalents falling within the scope of the appended claims.

* * * * *