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A Modeling Technique for CMOS Gates

Alexander Chatzigeorgiolgtudent Member, IEEESpiridon Nikolaidis,Member, IEEE and loannis Tsoukalas

Abstract—In this paper, a modeling technique for CMOS approximations have to be applied in order to solve the
gates, based on the reduction of each gate to an equivalentsystem differential equations of complex structures such as the
inverter, is presented. The proposed method can be incorporated o hgistor chain, reducing the overall accuracy of the method.

in existing timing simulators in order to improve their accuracy. . . . .
The conducting and parasitic behavior of parallel and serially [N this way, Kang and Chen [4] used linear approximations

connected transistors is accurately analyzed and an equivalent for the output voltage waveform of the transistor chain trying
transistor is extracted for each case, taking into account the actual to model the propagation delay in domino gates and only step
operating conditions of each device in the structure. The proposed inputs and long-channel devices were considered. Cherkauer
model incorporates short-channel effects, the influence of body and Friedman [5] performed their analysis using a simplified

effect and is developed for nonzero transition time inputs. The . . .
exact time point when the gate starts conducting is efficienty |0ng-channel model and applying step inputs in order to

calculated improving significantly the accuracy of the method. A optimize channel widths for low power consumption. Each
mapping algorithm for reducing every possible input pattern of a  of the nonsaturated devices was replaced by an effective

gate to an equivalent signal is introduced and the “weight” of each |asistance which was calculated assuming negligible body
transistor position in the gate structure is extracted. Complex fect

gates are treated by first mapping every possible structure to a € eC_' ) .
NAND/NOR gate and then by collapsing this gate to an equivalent ~ Shih and Kang in [6] presented a fully mathematical so-

inverter. Results are validated by comparisons to SPICE and lution of general MOS circuit primitives and in [7] a tool

ILLIADS2 for three submicron technologies. named ILLIADS has been developed on this solution. How-
Index Terms—CMOS gates, modeling, simulation, timing anal- €Ver, this method presents high complexity and is based
ysis. on quadratic form models such as the Shichman-Hodges

model and, therefore, depends on their deficiencies. Moreover,
serially connected transistors are collapsed to an equivalent
transistor using a simple transconductance reduction, resulting
I T has been extensively pointed out that with shrinking, [imited accuracy. An improved method has been presented
device dimensions and increasing number of transistqgs[g] where current expressions for short-channel devices are
on integrated circuits in the submicron era, the difficulty ifransformed to the required quadratic form expressions. Their
performing accurate and fast simulations of these circuits dgaysis requires the solution of nonlinear algebraic equations
increasing. In contrast to numerical approaches for calculatipgorder to obtain the time point of region crossings, thereby
propagation delay and power dissipation, analytical methof&jucing the efficiency of the method.
can offer a significant speed improvement, assuming thatrhe second approach in CMOS gate modeling utilizes the
accurate models which can describe the behavior of transisft||_established theory of inverters and research has focused
structures exist. Many efforts have been made for modelipg the development of sophisticated methods for collapsing a
the operation of the CMOS inverter which have resulted i\10s gate to an effective equivalent inverter, whose output
accurate analytical expressions for output waveform, propagasnonse will reflect accurately that of the gate. The accuracy
tion delay, and power consumption [1]{3]. However, the fielgt yhis anproach is comparable to that of the previous one,
of CMOS gates s still unexplored because of the intrinSigyje the mathematical complexity is kept low. According
fjlfﬂculues in the analysis of gates with multiple nodes angl) s approach, Sakurai and Newton [9] developed their
Inputs. , , analysis for the CMOS inverter and extension to gates was
Generally'there are tyvo approaches in modeling C_MO ade by a delay degradation factor. Nabavi-Lishi and Rumin
gates. The first one, Wh',Ch corresponds to the generahzgt '6] presented a semiempirical method for collapsing gates to
of the_ inverter model, is based on a fully mathemat|c_ inverter model, however, only NAND/NOR structures were
analysis qf the gate §tructure. This approa_lch leads to h'@ﬁnsidered. The proposed model employs empirical constants
mathgmancal complex_|ty g_nd, thu_s, the requirements for COWhich are difficult to extract and for practical cases ends up
putational power are significantly increased. In addition, SOMIe i1 e conventional-times transconductance reduction for
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theoretical support is offered for the calculation of the effectiieadex, andV; is the threshold voltage which is expressed
chain transconductance and the starting point of conductionlof its first-order Taylor series approximation arouvigls =
a gate, while the same ramp input is applied to all inputs. T2V, as
parasitic behavior of the transistor chain is not discussed and ~ _
only a subgroup of complex gates is examined. Vv =Von|vep=02ven + (Von) [vss=0.2vo0
In this paper, a method for modeling CMOS gates by an -(Vsp —0.2Vpp) = 0+ 6Vsp (3)
equivalent inverter is proposed. Key points in the behavior of
CMOS gates are modeled analytically in order to improve thghereVs g is the source-to-substrate voltage. The Taylor series
accuracy of the final equivalent inverter, whose transistori§ calculated al’sg = 0.2Vpp since this voltage was found
widths are calculated efficiently taking into account the mode lie close to the midpoint of the voltage swing of the source
of operation of the transistors in the gate. Such key poini®de of the top-most transistor which is of primary importance
are the starting point of the gate conduction, which hast@ the proposed analysis.
significant impact on the output waveform, the form of the While the input is applied and assuming that the internal
internal node voltages, the parasitic behavior of the chain, ahgde capacitances are initially discharged, the top-most transis-
the weight of each transistor position in the chain. Finallyor in the chain(A4,,), begins its operation in saturation mode
a very efficient algorithm for reducing every possible inpuind then enters the linear region wh&ns = Vp-sarn-
pattern of a gate to an effective single equivalent input th@ihe rest of the transistors operate in the linear region without
can be applied to an inverter model, is introduced. ever leaving this region [5]. For the time interval during
In order to obtain the output voltage evolution of CMOSvhich the top-most transistor is in saturation and the input
gates, the serially and parallel connected transistors haveidaising, its current and, consequently, the voltages at the
be replaced by an equivalent one. The technique whichiigernal nodes are increasing. When the input readhes
used for the replacement of serially connected transistors byl until the top-most transistor exits saturation, its current
equivalent one is presented in Section II, while in Section Idnd, therefore, the internal node voltages remain constant.
the time point when such a structure starts conducting That is because a further increase of the internal node voltages
calculated. The parasitic behavior of the chain in gate operatigould decrease the gate-to-source voltéles) of the top-
is analyzed in Section IV and the input mapping algorithm iiost transistor and, therefore, its current, leading in a decrease
described in Section V. Parallel transistors are discussedointhe node voltages. On the other hand a decrease of the node
Section VI. The application of all results to complex gategoltages would increase thg;s of the top-most transistor
is examined in Section VII and implementation details of thend, consequently, its current, leading in an increase of the
proposed technique are described in Section VIII. Finally waternal node voltages. Therefore, these voltages remain con-

conclude in Section IX. stant until the top-most transistor exits saturation. During this
time interval the parasitic currents due to drain/source node
II. TRANSISTOR CHAIN MODEL capacitances and gate-to-drain/source coupling capacitances

In order to analyze the operation of the transistor chafe eliminated because the voltages at the corresponding nodes

when it is conducting, let us consider the circuit in Fig. 1(agj\emam constant. Therefore, during this state, which is known

o . . s the “plateau” state [4], the same current flows through all
where the parasitic drain/source node capacitances are ?rso

shown, and assume that an input ramp with transition time ansistors in the chain. According to the previous analysis, the

is applied to the gates of all transistors in the chain plateau state is apparent only for_fast input transitions (F|g._ 2).
Fast and slow inputs are determined according to the position

0, t<0 of the time point¢,, when the top transistor in the chain
Vin = Voo 4, 0<t<T (1) exits saturation: in cas& <7, the input is slow, otherwise
Vgn > it should be considered fast. It should be mentioned that the

previous analysis about the plateau voltage ignores channel-
The parasitic behavior of the chain will be discussed later. length modulation which forces the current of the top-most
The a-power law model proposed in [2], which takes intqransistor to depend on its drain-to-source voltage, even when
account the carrier velocity saturation effect of short-channgle top-most transistor is in saturation. However, its effect is

devices, is used for the transistor currents insignificant and the validity of the above discussion has been
0, Vas < Vin: proved by simulation results.
cutoff region In order to calculatfe rt_]he p;}lateauI voltage at ;he sr:)urce of the
_ Na/2 . top-most transistor of the chaifr,, let us consider the circuit
Ip = FilVos = Ven)*"Vos, Vos TilKaDa_f?(aTdion oprig. 1(a). Although the anaI;sis here refers to fast input
ks (Vars — Von ), Vs > Vpesar: ramps where the plateau state appears, the derived results are

saturation region. also valid for slow inputs. A first approximation is used for
) the widthW,,__ of the equivalent transista¥/,_, in Fig. 1(b),
which replaces all nonsaturated transistors and is given by
where Vp-sar is the drain saturation voltage [2};, ks are
the transconductance parameters which depend on the width to 1 _ 1 + L NI ! .
length ratio of a transistoy is the carrier velocity saturation b W1 W2 Wit

(4)
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Fig. 1. (a) Complete transistor chain, (b) two transistor equivalent circuit, and (c) single equivalent transistor model.
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Fig. 2. Output and source voltage waveform of the top-most transistor of a transistor chain for (a) fast and (b) slow input ramp.

The plateau voltagé’, occurs at the end of the input ramptime ¢, (slow inputs) where the top transistor exits saturation.
(Vin = Vpp) when the current ceases to increase. TRgs, This observation is based on SPICE simulations and leads to
can be calculated by setting the saturation current of the thighly accurate results (Fig. 2). Time points ¢; are calcu-
transistor(Af,,) equal to the current of the bottom transistolated later in this section and in the Section Ill, respectively.
(M,,,) which operates in linear mode Since timet; and Vj,[¢1] are known (see Section Ill) and for
a a fast inputs the plateau voltage occurs at timéne slope ol
koo (Voo = 0= (14 8)V)" = ki, (VoD = V)2V, (8) is also known. For slow inputs the plateau voltage cannot be
The above equation can be solved with very good accur&@lcmated as previously. However, it has been found that when
using a second order Taylor series approximation. the output load is sufficiently increased (which corresponds
In the following analysis all internal nodes of the chain art® the case of a fast input ramp), the slopel@f remains
considered to be discharged at tirhe= 0. In case some of almost the same (Fig. 3). Therefore, considering a larger load
the internal nodes are initially charged (trapped charges), #@pacitance}, would occur at timet = 7 and would be
output waveform which will result by the proposed methodialculated as previously, by (5). The independenc& pbn
should be appropriately shifted [4], since the charges in the load capacitance which is required in order for the previous
internal nodes may cause an additional delay in the outgurpposition to be valid, is obvious from (5). In this way the
response. slope ofV,, for the case of slow inputs can be obtained.
In addition, the source voltage of the top transistor in the It is obvious that a single equivalent transistor will have
chainV}, is considered linear for the interval between titpe the same output response with the complete chain if it suc-
where the chain starts conducting and timéfast inputs) or cessfully manages to reproduce the combined behavior of the
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he-s escl’r‘jgﬁf ;’r‘]’ga{gﬁe"rvsr‘]’tegmjtC;L;Zes_mp'mw transistor in a chain ff 5 extension of the saturation region and thus affecting the
effective value oW, in this region. In order to obtain higher
accuracy in the estimation @$, the expression of theMOS
nonsaturated devices with the dual operation of the top-m@gfrrent should be inserted in (7), increasing the mathematical
transistor, in saturation and the linear region. For the tim@mplexity of the proposed method.
interval where the top transistor in the chain is saturated, theqowever, for simplicity,#, is calculated by (7) and (8)
current through that transistor is the bottleneck for the curregq the effective value oft., is selected in such a way, so
that is flowing through the chain [5]. Therefore, in order t@nat the errors which are introduced by the underestimation
obtain the width(W.q) of the single equivalent transistoros the hound of the saturation region be compensated. It
(Meq) [Fig. 1(c)] the currents through transistdd,, of the 55 heen observed by SPICE simulations that the appropriate

complete chain and transistéd.q should be set equal value of W, depends on the input waveform slope and the
W, N load capacitance. This is reasonable since the short-circuit
Int =1ty = PST(Vi =0 = (1+6)Va) current increases as the input transition time increases and
_p Weq (Vin — Viro)® 6) as the output load capacitance decreases [15]. A very good
A To/ - approximation fori¥.,, which has been found to be valid

The above equation can be solved for several valueg O{or a wide range of input slopes and load capacitances, is
yielding correspondingi., values. For the time interval © calculate its value from (6) &t = ¢, for fast inputs and

[t1, %] during which the top transistor in the chain operated f = (t1 + 3.3t2)/4 for slow inputs, where, is the time
in saturation ¥, plotted against time has the form of Fig. gaWhen the transistor chain starts conducting and is calculated

In order to find an average effective value ff., time in Section Ill. The calculated value &V, in this region of

point ¢, has to be calculated. This is achieved by solving trePeration will be referred to a8’.,; and was found to be very

following differential equation at the output node: accurate for the modeling of CMOS gates.
aV It should be noted that for gates which have no short-
out

=—Iy =—k(Va—0—(1+8Va)% (7) circuit current such as dynamic logic with nonoverlapping
dt precharge and evaluation phasés,,; should be calculated

The above equation can be solved since time ptirdccurs att = (¢ + t2)/2 [16].

in the region wheré’y; is linear (slow inputs) or has reached When all transistors operate in the linear region, the transis-

the plateau voltage (fast inputs). tor chain can be considered as a voltage divider with a uniform

Time ¢, is calculated by equating the drain saturatiodistribution of the output voltage among all drain/source nodes.
voltage to the actual drain-to-source voltage of transi8far ~ According to this, the width of the equivalent transistor for

this region can be calculated &y, = (W/n) in case of
Vo-sarnfta] = Voulta] = Viulta] ® nontapgered transistor chains. )

It must be mentioned that in the estimation ©f the Consequently, since the effective transistor width for each
influence of the parasitic short-circuit current of a parallelperating condition is known, the chain can be modeled by
pMOS transistor structure, which is the case of CMOS gates,single equivalent transistor whose width from timeto
has been neglected. This parasitic current acts as an additidimaé ¢, is W;,; and for the rest of the time equal ;.
charge which has to be removed through the chain, resultiHgwever, since the aim was to provide an equivalent width

Cr
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Fig. 5. (a) and (c). Output waveform comparison between the complete gate and the equivalent inverter for several technologies and input transition
times. (b) and (d). llliads2 improvement using the proposed equivalent inverter.

that would match the existing inverter models, the above tw@onsequently, the corresponding coefficient when all transis-
width values should be efficiently merged into one. This caors operate in linear mode, is equaldg, = 1 — cgy.

be accomplished by calculating the fraction of chaf@g..) Since the calculated coefficients act as the “weight” of each
that is discharged to ground during the time in which the tapode of operation on the overall output voltage temporal
transistor in the chain operates in saturation over the totlolution, the width of the single equivalent transistor can
charge(Qiota1 = Cr.Vpp) that is stored initially in the output be calculated as

load and has to be discharged. The output voltage when the

top transistor exits saturatiol,.,;[¢2], is known from (7) and Weq = Csat - Waat + Clin * Wiin- (11)

(8) and Q. can be calculated as
The output waveform of a four-input NAND gate for

Qsat = Qrotal — Qt2] = CLVpp — CrVout[t2l- (9)  three submicron technologies (8 HP, 0.35xm HP and
0.25um) and C;, = 0.1 pF is compared to that of the
proposed equivalent inverter for several input transition times
Cont = Qsat ) (10) and is shown in Fig. 5(a), (c), and (e). The input transition
Qiotal time to which each output corresponds is also shown. The

A saturation coefficient,,; can now be calculated as
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Fig. 5. Continued. (e) Output waveform comparison between the complete gate and the equivalent inverter for several technologies and input transition
times, (f) llliads2 improvement using the proposed equivalent inverter.
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Fig. 6. Output waveform comparison between the complete gate and the equivalent inverter derived according to the proposed method and in the
conventional way.

parallel transistors of the gate have been replaced by method compared to the conventional equivalent inverter is
equivalent one with its transconductance multiplied by thabvious.

number of transistors. As it can be observed, the proposedn Fig. 5(b), (d), and (f), output waveform results from a
method presents very good accuracy for all three submicraidely used dynamic timing simulator, ILLIADS2 [17], are
technologies. In Fig. 6 the output waveform of a four-inputlso shown and compared to the actual output waveform of
NAND gate is compared to that of an equivalent invertdhe NAND gate which is obtained using SPICE. In the same
whose width is calculated according to the proposed methphbts the output waveform of an equivalent inverter whose
and in the conventional way (where the transconductancetdnsistor widths are calculated according to the proposed
the equivalent transistor is reduced by the number of transistansthod and which is simulated using ILLIADS2 is also shown.
in the chain) for two technologies (0.5 and 0.381) and for It is clear that the improvement that is gained when the
several input transition times. The superiority of the proposguoposed additional step is added in order to calculate more
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TABLE |
ProOPAGATION DELAYS (NS) AND PERCENTAGE ERRORS FOR THEPROPOSEDMETHOD, ILLIADS2 (GATE) AND ILLIADS2
USING THE PROPOSEDEQUIVALENT INVERTER AS COMPARED TO SPICE FOR THREE SUBMICRON TECHNOLOGIES

0.5 pm
1 SPICE Eq. Inv. | Error % Illli‘ads2 Error % | Hliads2 (inv) | Error %
0.5 0.338 0.357 5.62 0.425 25.74 0.366 8.28
1 0.423 0.439 3.78 0.540 27.66 0.458 8.27
3 0.680 0.675 0.74 0.935 37.50 0.763 12.21
5 0.882 0.896 1.59 1.282 45.35 1.038 17.69
10 1.308 1.321 0.99 2.041 56.04 1.585 21.18
0.35 pm
T SPICE Eq. Inv. | Error % 1lliads2 Error % | Iliads2 (inv) | Error %
0.5 0.372 0.413 11.02 0.499 34.14 0.449 20.70
1 0.480 0.513 6.88 0.621 29.38 0.553 15.21
3 0.862 0.932 8.12 1.175 36.31 1.057 22.62
5 1.198 1.290 7.68 1.698 41.74 1.492 24.54
0.25 pum
T SPICE Eq. Inv. | Error % Hliads2 Error % | Illiads2 (inv) | Error %
0.2 0.459 0.441 3.92 0.629 37.04 0.621 35.29
0.5 0.512 0.490 4.30 0.728 42.19 0.689 34.57
1 0.628 0.609 3.03 0.860 36.94 0.838 33.44
3 1.058 1.019 3.69 1.419 34.12 1.345 27.13
efficiently the width of the equivalent transistor that replaces V5
serially connected transistors is significant. The insufficiency
that is present when the proposed analysis is incorporated in
ILLIADS2 as we move to deep submicron cases is probably V4
due to the inadequacy in modeling the equivalent inverter of
the primitive macromodel that is being used by ILLIADS2.
Once the output waveform of a gate is obtained, propagation v3
. . Vin
delay can be calculated as the time from the R&}f> point Voltage
of the input to the halfpp point of the output. Propagation
delay results for NAND4 gates are also shown in Table | Ve
together with percentage errors of each method. Similar errors
for ILLIADS have also been reported in [13]. V1
[ll. STARTING POINT OF CONDUCTION
In a transistor chain with initially discharged internal nodes
and the same input applied to the gates of all transistors, the ts) ts, tsp=t1
closer to the output transistors start conducting later because Time

of a gradual incre_a_se in their SOl."rce and thl’?ShOld Vonage-FliB. 7. Intermediate node voltage waveforms until the transistor chain starts
order to model efficiently the chain by an equivalent transistamnducting.
the starting point of conduction of the chain which is actually

that of the top-most transistor, has to be estimated. which are determined by the process technology. Until the

Let us consider the example of a six-transistor chain Wife where the transistor below a node starts conducting, the
all internal nodes initially discharged, where the same inpygitage waveform of that node, as it is isolated between two
is applied to all transistors. Fig. 7 shows a representation @t-off transistors, is derived by equating the current due to
the drain voltages of the five lower transistors together Withe coupling capacitance of the nodle,, with the charging

the common input. Because of coupling capacitance betwegfrent of the parasitic node capacitance
transistor gates and the drain/source nodes, drain voltages :

tend to follow the input ramp until all lower transistors start Ic,, =Ic. = CMM = Ci% = Vi[t]

conducting. Initially the transistors are in the cutoff region ' c dt dt

and the coupling capacitance is calculated as the sum of the = ﬁvm[t]. (12)
M; 7

gate-to-source and gate-to-drain overlap capacitances of the
upper and lower transistors respectively, in each node. Thesdfter the time at which all transistors below th&i node
overlap capacitances are given Gy,e,1.p = W{Cyuo +Cyso]  Start to conductt,, ) and until the time at which the complete
whereW is the transistor width and’,4,, C,s, are the gate- chain starts to condugt; ), this node is subject to two opposite
to-drain and gate-to-source overlap capacitances per micteends. One tends to pull the voltage of the node high and is due
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Fig. 8. Currents at thgt: node of the transistor chain durirts, , ts, |-

to the coupling capacitance between input and the node and is,

intense for fast inputs and high coupling to node capacitance ' ' ' I ' ! ' ] ] |
ratio. The other tends to pull its voltage down because of the 0 2 [np:[miﬁonﬁmeG(ns) $ 0

discharging currents through all lower transistors and is more . . . .
Fig. 9. Comparison between simulated and calculated starting point of

intense for node; closer to the ground. . . conduction for several input transition times and for (a) four-transistor chain
When a transistor starts to conduct, e.g., transigtarit and (b) six-transistor chaitL = 0.5 um).

operates initially in saturation. Therefore, since its gate-to-
drain coupling capacitance is very small, the second (except for _ N .
the case of very fast inputs) from the above mentioned trenf‘gg52 [t,] = Vv, [ts,] = 0. Having time points, , £,,, and the

: . ) corresponding drain voltage values of the bottom transistor,
dominates after time;, and the voltage at nodedecreases. Vilt. | Vilt.,] the average slope of each node voltage
This continues until timet,,,, when transistori + 1 starts 121 " 11e2 g P 9

. . e . waveform during[ts., .. ] can be obtained.
conducting and enters saturation. Transister since itsVg s : Oftsi tain] . . . :
. : . oo According to the above analysis, the time point at which
continues to increase after tintg, while its Vs decreases,

will enter the linear region close 1, . From this point on the # transistor in the chain starts conducting can be found

the gate-to-source coupling capacitance of transigtor 1 in- by solving
creases by /3C,; and the gate-to-drain coupling capacitance
of transistor#i increases byl/2C,.W L. Because of this Vas,[ts,] — Vo, [ts.]

increased coupling capacitance at ngée the two previously =0= Viults,] — 60 — (1 + &)
mentioned trends are counterbalanced and for simplicity the Cu.,
node voltage is considered constant and equal to its value y <m Vialts, ] =7 (s, —ts”)> =
at ts,,,. This observation has also been verified by SPICE ot o (14)
simulations. The node voltages start to rise again when the
complete chain starts conducting at time Additionally, the
slope of the voltage waveform duririty , ¢,, ] is considered which results in the recursive expression
the same for each node and the voltage expression of node 1
during this period can be calculated by solving the differential Cu Von
equation which results from the application of Kirchhoff's fo + (1 +5o)<0 - 10 +7‘> tsiy
current law at node 1 (Fig. 8) ts, =T Mg T O T
‘ VDD+(1+60)'7"T
iny =icy, —ic, = ks - (Vin — Vro) i>2. (15)
=Chy <% - %) - 01% (13) _ _ _ _
From the above expression, the time at which the chain starts

where the transconductandg is measured on thé-Vps conductingts, = ¢ can be easily obtained. Constats 6o
characteristics for very low values dfgzs (= Vro) and result from (3) by calculating the Taylor series approximation
Vps (= (Cm/(Cy + Cn))Vro) and, for simplicity, the of the threshold voltage aroun¥fsy = V5o for higher
velocity saturation indexv is considered one. accuracy in this region. According to the previous analysis, the

Since t;, = (Vro - 7/Vpp) is known andVi[t,,] is starting point of conduction can be calculated with very good
given by (12), the expression df;[t] during [ts,,%s,] IS accuracy as shown in Fig. 9 which is a comparison between
derived and can be used in order to calculate the time whete calculated and the actual timge which is obtained from
the next transistor further up starts conducting, by solvirGPICE simulations.
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IV. MODELING THE PARASITIC capacitance for each node except for the output node in the
BEHAVIOR OF THE TRANSISTOR CHAIN transistor chain is calculated as the sum of the above four

With the term parasitic behavior of the transistor chaiftP@citances and denoted @s;. For the output node only

during output switching of a CMOS gate, we refer to itéhe contribution of thenMOS device is taken into account:

parasitic effect on the output voltage evolution. The parasitfd’€n the top transistor of the chain operates in linear mode

behavior results in a short-circuit current which reduces tii§ 9ate-to-drain coupling capacitance is equaltg /2 while
rate of charging/discharging of the output load and increadd4/ing saturation it can be neglected, becalgg is almost
the propagation delay. equal to zero [18] and the overlap capacitantg, W is very
Let us consider a NAND gate where aMOS transistors SMall _ _ o .
have been replaced by an equivalent one with its transconducSiNce thepMOS transistor starts its operation in saturation,

tance multiplied by the number of the transistors. (Paralld]e output load will be charged by a current of the form
S;S = ks-(Vas—|Vrp|)®. If we ignore the parasitic contribution

transistors will be discussed in Section VI.) In this wa [
the parasitic behavior of anMOS transistor chain will be of the nMQOS transistor currents, the rate of the output voltage
increase duringdt,, tsat] iS given by

modeled. The case of@OS chain is symmetrical. A falling
ramp input with transition time is considered to be applied o dVout AVous  1s(t)

to the gates of all transistors L= s(t) i Oy =1°(t) 17)
Vb, t<0 wheret,,; is the time when the top transistor in thdMOS

Vie = < Vop — Voo b 0<t<rT (16) transistor chain enters sat_uration and is approximated by
0 T t> 1 (tn +tp)/2, wheret,, is the time when the&MOS transistors

cease to condudt, = ((Vpp — Vrn)/Vop) - 7), which is
The pMOS device starts conducting when the input reach@sréasonable approximation according to SPICE simulations.
the threshold voltagéVi, = Vop — |Vrro|) at timet = ¢, It should be mentioned that theMOS transistor until time
From this time on, current is flowing through thMOS device tsat Operates in saturation, since the time point when it exits
and the load capacitan€&, charges. Since theMOS devices Saturation for most of the cases is larger thag.
are on when th@MOS transistor starts conducting, a short- Considering the whole chain as a voltage divider for the
circuit current is flowing through the gate frofifi,, to the intervalt, to t.,, the slope of each internal node voltage can
ground until timet,, (Vi, = Vzn') when thenMOS transistors also be found assuming a uniform distribution of the output
cease to conduct. First, because the output voltage is sny®itage slope.
while the gate-to-source voltage of thOS devices is large, The current that each coupling capacitance is drawing
all these transistors start their operation in linear mode. As tfring time intervallt,, .| is equal to
output voltage rises, the voltages at the internal nodes of the d(V; — Vin) i-I¢
chain are also increasing. AIMOS transistors have almost I = CJ\LT =Cp, - < + 8> (18)
equal Vps (voltage divider) while the top is biased by the
smallestVs (since its source voltage has the largest valughere n is the number of the transistors in the chainis
from all internal nodes). This means that this transistor at sorit¢ slope of the input and- 7°/n the slope of the voltage
time point will enter saturation and after this time, the curretyaveform at the internal node
in the chain will decrease and consequently the voltages aBy summing the currents through all coupling capacitances
the internal nodes of the chain will also decrease, keeping @fithe chain and equating the sum with the current that must

other devices in linear mode. flow through the equivalent coupling capacitar(@,,,) of
A significant amount of the parasitic current is also flowin§e equivalent transistot/y,, is obtained

through the coupling capacitances between the gates of the n

nMOS transistors and the corresponding drain/source diffusion Z L = Cu, - (I° + ). (19)

areas. In order to perform an accurate modeling of the gate —

when the chain behaves parasitically, an equivalent Ccapaciy .onstant value foiCy,.. can be obtained if an average

tance that would draw the same current as the coupling CRlue for I° is calculated by integrating theMOS currentl,

pacitances at all nodes of the chain has to be inserted bethheB #..:]. This value corresponds to the average slope of the
py Usat]-

the input terminal and the output node of the correspondilagjtput voltage waveform unti
nMOS transistor in the equivalent inverter. Although the dual When the node voltages aresaé;acreasing duffing, #..], the

operation of the top-most transistor is also present during tQauivalent coupling capacitance can be found in a similar way.

parasitic operation of the chain, conventional estimation of tlg;/ symmetry, the same slope (with opposite sign) results for
width of the equivalent transistor 8., = (W/n) has been the voltage V\;aveforms of the internal nodes.

found_t_o give s_uﬁicientl_y accurate results if the effect of the Settinge, = I° = (1 (feas — ) [t (1,(£)/Cr) dt, the

parasitic capacnance; is modeled properly. . uivalent coupling capacitance for the two time intervals can
The coupling capacitance between gate and drain/source ﬁ@ written as

fusion areas consists of the overlap capacitafi¢g;,, Cyso)

of the transistor and a channel capacitaf€g,, C,;) whose Cy. =Chp - —= ( )5 [tp; tsac] (20)

value depends on the operation region [18]. Thus, the coupling
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6 — input will also be the same. From this point enjnput ramps
—@— Complete gate which are applied to the transistors of a chain and have
the same transition time and starting time, will be referred
to as normalized inputsand the single equivalent one as
normalized inputAdditionally, every set of input ramps (less
than n) which have the same transition time and the same
starting point, will be referred to asqual ramps Therefore,
the problem focuses on how to map any arbitrary number of
different input ramps and DC voltages to normalized inputs,
which when applied to the chain will cause the same output
response.

One method for calculating a single effective input ramp
was proposed in [10] and states that for all input ramps that
are in transition after the starting time of the latest one, the
equivalent ramp starts at the initial point of the ramp that
starts first and ends at the last ending point of all ramps.
This simplified algorithm introduces large errors for most of
the cases, especially when some signals have a much smaller
transition time than others or when the starting point of some
00 04 08 12 16 signals differ significantly. In [20], the single equivalent input

Time (ns) is taken as the one which reaches the threshold level last

Fig. 10. Output waveform comparison between the complete gate and @tween all input ramps and even larger errors than in [10]
equivalent inverter with and without the equivalent coupling capacitangge present.

——— Eq. with Cmeq
—&—  Eq. without Cmeq

Output Voltage

(L= 05 pm). An analytical method that can extract a single equivalent
input is very difficult to develop, since the influence of each
(n—1)- (5_ C_’) input ramp to the equivalent one depends on a number of

Cuy.. =Ch- 2 , [tsat.tr]- (21) factors. As it is obvious, the starting point of the last changing

eq

(e +5) input plays an important role since the chain does not conduct

If the contribution of the gate-to-drain coupling capacitandeefore that point. Consequently, inputs which start at a time
of the top-most transistor in the chain is neglected durimgpint which has a large distance in time from the last starting
[tp,tsat] @nd the average slope of the output node is tak@oint, contribute less to the single equivalent input than signals
equal to the input waveform slope (with opposite sign) thehich start close to the last changing input. A second factor

above equivalent capacitances diminish to that is important is the position of each input in the chain.
3-(n—1) Transistors further up in the chain (closer to the output node)
Chy ICM?, [t tsat) (22) have a lower gate-to-source voltage and a larger threshold
n—1 voltage, thus their inputs result in a slower output response.
Cnm,y =Cu 1 [tsats tn] (23) The single equivalent input also depends on the slope of each

. . : ramp, the relation of its slope to the slope of other input ramps
which express directly their dependency on the number 9hd its relative position in time to other signals.

tra{_w;lst'ors in the char|]n. . ined by i . hi i According to the above, the proposed algorithm aims at
€ Improvement that is gained by inserting this coup '"fhe extraction of» normalized input ramps for each possible

capa_lc_:ltance to the equa_llent mve_rter _model of a_gate if‘?put pattern, so that when the normalized inputs are applied
significant as shown in Fig. 1.0 which is a comparison % the transistor gates of the chain, the chain will have the
the output response Of. a four-.lnput NAN.D gate and that Lime output response with that of the actual inputs. Before
the correspondlpg equwa}lent inverter with a“‘?‘ W|thouF e proposed algorithm can be applied, the “weight” of each
calculgted coupling capacitance, when the transistor chain &FShsistor in the chain has to be calculated, i.e., a coefficient
parasitically. which corresponds to the position of each switching input (or
combination of inputs). Using only one set of simulations for
V. WEIGHT CALCULATION AND INPUT MAPPING ALGORITHM  g4¢h technology, these weight coefficients can be obtained as
Since all transistors of a chain are collapsed to a sindi@lows: Equal ramp(s) are applied to one or more transistors
equivalent one, the problem that arises is how to map all inpotthe chain whose weight coefficient is to be measured and the
signals that are applied to all transistor gates and might haest of the transistors receivel&p voltage (pattern CASE).
different starting points and transition times, to a single inplnn order for two different input patterns to be equivalent, the
signal that will be applied to the equivalent transistor gateutput response when these patterns are applied as inputs to
The problem of misaligned multiple transitions has also beencircuit must be identical. This means that for the chain of
identified in [19] for existing gate collapsing techniques at thieig. 1 the discharging rate of the load capacitance must be
gate level approach. As shown in the previous analysis, time same. Therefore, for each input pattern consisting of equal
case all inputs in the chain are the same, the single equivalenut ramps and DC voltages, the amount of charge that is
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discharged through the chain from timhe- £; where the chain TABLE I

starts conducting until the input has reached its final value at "WEIGHT" COEFFICIENTS FOR AFOUR-TRANSISTOR CHAIN. THE INPUT

. . . . . ﬁlUMBERING STARTS FROM THE ONE CLOSEST TO THEGROUND (L = 0.5 pm)
time 7, is measured. If the same ramp input is applied to a

transistors in the chain (pattern ALL) the rate of discharging Chanlgizng E‘p‘“s Coueight
slows down and the charge which is discharged in the same 2334 0.;3
time interval will be a fraction of that of pattern CASE. Thus 13,4 0.89
it is 1,2,4 0.85
- - 1,2,3 0.92

dt=gq- . 34 0.82

/t Ll di=g /t el - (24) 24 052

1,4 0.74

where I ... is the current that is flowing through the bottom 2.3 0.815
transistor for each case adg), is the corresponding current 1,3 0.775
when all inputs are ramps. The fractional coefficigriy < 1) 12 038
can be easily obtained, for example with SPICE, by calculating ; g.’6/’1/
both integrals of the current through the bottom transistor. 2 0.64
For each case, the aim is to find the corresponding nor- 1 0.6

malized inputs (pattern NORM) which start at the same point
with the applied equal ramps of pattern CASE, but have a
transition ime(7,0.m ), SO that the system has the same outpiit Table Il for a 0.5um HP technology. It should be noted
response with that of pattern CASE. It is obvious that is h&at nonsimultaneous inputs might create a conducting path
10 D Tyorm < Tease. When two transistor chains have the sami@om the output to some internal nodes. The effect of the
output response, the currents of the bottom transistors are edfipduced charges on the output evolution is incorporated in
at each time. Therefortlaee[t] = Inorm[t] Where g, is the calculation of the weight coefﬁuents. _
the current through the bottom transistor when the normalizedThe next three steps of the mapping algorithm should be
inputs are applied to all transistors in the chain. Integrati@ppPlied for every possible input pattern (here presented for
both sides of this equation from tinte= ¢; to = the case of amMOS chain).
. . . Step 1: Inputs which efficiently act and should be treated
/ Lol dt = / L] di + / Liomm[t] dt. @S Vpp voltages have to be identified. In order to achieve
21 n Thorm this, every input ramp which at time= ¢,,, has a value larger
(25) than2/3Vpp should be considered, for the following

steps. Time,,, occurs when the last ending input ramp reaches

By equating (24) and (25) and replacing the transistq): p/2. In case two or more inputs end at the same tite,
currents (bottom transistor operates always in linear moqg measured on the one that starts last

with their expressions, it is Step 2: The m ramp inputs that remain from Step 1 have

Torm Voo a/2 Vp to be transformed to equal ramps. The starting point of these
/ /fz< t— VTO) tdt equal rampgty) is taken asty = max(t,to,- - -,t,) Where
f :“0““ Tuorin t1,t2,---,t, are the starting point oéll input ramps in the
+/ ki(Vpp — VTo)“/Qf/p dt chain. This is reasonable since the chain does not conduct
Thorm current before the starting point of the last changing input. In

1 /7 \% /2y order to take into account the slope as well as the time during
_ k pD A7 Py g 26 . . .. o . . .
) A t=Vro) —tdt.  (26) which an inputis in transition after tim, the transition time

(Teq) Of the the equal ramps is taken as
For the above equation to be valid, the input should be fast

so that during the time intervét,orm, 7] Vps of the bottom m Vilto]
transistor remains constant and equalip= (V,/(n — 1)) Z [1 - V—} (te, — to)
(for nontapered chains). The above equation can be solved for Tog = i=1 b (28)
Taorm @nd the weight coefficient for each case is calculated as m
Coveight = Tnorm (27) WhereV;[to] is the voltage that each input ramp has reached at

the initial time andt., is the time point at which each of the

Although the above calculation is performed for a specifie: input ramps reache®¥p, . Obviously, because of Step 1,
transition time of the inputs the obtained weight coefficients, > ¢, for all of them inputs. According to (28), inputs which
have been found to be valid for a wide range of input trarstart at the initial time, will have the major influence off
sition times. Consequently, these coefficients can be obtairsidce the corresponding multiplication factor will be one.
running only one simulation for each combination of inputs Step 3: The resulted input pattern from Step 2 which con-
for the calculation of the fractional coefficient in (24). sists of equal ramp inputs andyp inputs can be mapped
It should be mentioned that the calculated coefficients @@ an equivalent normalized one consisting only of ramp
according to (26) independent of the transistor widths. Theputs using the corresponding weight coefficients. Thus, the
“weight” coefficientcy.igh:, for a four-transistor chain is given transition time I of the normalized inputs which are applied



568 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 18, NO. 5, MAY 1999

Actual Normalized
Inputs Inputs

W=4.5 um N
T ' |
e T — |
W=6 um |
— !

Ay _/__ ’
o“_a/* _/_ I
W=9 um 1 B ‘
05, —/ ! |
Tapering, Wyotom=12pum (factor=0.8) ]
_ns/_- — ]
_o.‘z/— _/_— i

Tiome ()

Fig. 11. Comparison between the output responses of the transistor (dhain 0.5 pm) for actual inputs (dots) and for normalized ones. The starting
point and the transition time of each input ramp is given in ns.

to the chain at time = ¢, is and normalized input patterns is presented, which shows the
T T 2 accuracy and efficiency of the proposed algorithm.
el = Cweiglt * Leq- (29) The implementation of the algorithm is explained in

The normalized ramp input is finally applied to the singl€i9- 12(a) for the case of anMOS transistor chain. The
equivalent transistor. It should be mentioned that the normaigorithm is applied symmetrically for aMOS transistor
ized input which has been derived for the conducting part 6hain. Since at each stage of the circuit the inputs are
a gate will also be applied to the parasitic part of that gateknown (they are either primary inputs or extracted from a
The above algorithm presented very good accuracy for iprevious stage) simulation can be performed in an event driven
puts with a wide range of transition times and relative distancegnner by defining phases instead of time points. A phase
in time of their starting points. In Fig. 11, a comparison oP[t = 0,¢ = 7] is defined by the starting and ending point of
the output responses of a four transistor chain to the actealch input. AnnMOS transistor chain starts conducting when
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nMOS transistors
serial structure

Proceed to next phase

Run steps 1,2,3

Feed resulting input
to inverter macromodel

(@)

pMOS transistors
parallel structure

Proceed to next phase

A next phase implies that|
at least one input exists
with Vi[t}<vdd i

Select input k: tek=min(tel,te2,....ten]

]

I Ignore Vdd inputs ‘
L

Select input m with next ending time

Exists Vi[tek]<Vdd ?

yes

Input signal = Input Vk R“f“ A\lfiomgm [20]
Equiv. trans. = Mk or Vk and Vm
| I
Feed resulting input Equiv. signal |
to inverter macromodel replaces Vk and Vm

(b)
Fig. 12. Input mapping algorithm flowcharts.

the requirement that all transistors are conducting is satisfi@aputs according to the algorithm presented in [20] leads to
Then, at the end of all inputs which switch during this phassufficiently accurate results. However, another step should be
it is checked whether any input has returned to a low valugdded in order to increase the accuracy. Therefore, before
In that case a glitch may be formed but the output does ngsplying the algorithm, the inputs which act as DC voltages
change state. Otherwise, the algorithm is performed on ti@itages which keep the corresponding transistors in cutoff)
inputs as explained previously and the resulting input is feghould be identified and should not take part in the algorithm.

to the inverter macromodel. For example, in the extraction of a single equivalent input out
of two falling inputs for parallebMOS transistors, if the last
VI. PARALLEL TRANSISTOR STRUCTURE ending input at the time when the other one reaCﬁ§§/2

The parallel transistor structure is less complicated th hﬁ\savalue larger thaly 3V, and its transition time is larger

the serial one, since if an equal transistor width is assum g .tW|ce the transition t'me. of the other one, it should be
(as in the case of a NAND/NOR gate) and the same inpﬁqnsmered a¥pp voltage. This extra step_has b.eer.1.found to
ramp is applied to the gates of all transistors, the currerifcrease thg oyerall accuracy 'of the algorithm significantly.
flowing through each transistor will be identical. That is 1he application of the algorithm for the case of a group of
because all the devices operate under the same conditions, P@/allelpMOS transistors is shown in Fig. 12(b). In that case
they have the same drain-to-source and gate-to-source voltd§8. output can change state even when a single transistor is
Consequently, the parallel transistor structure can be replag&fducting. Whenever a new phase begins all inputs which are
by an equivalent one with its width multiplied by the numbeghanging state during this phase are taken into account and
of the transistors. the one which ends first is selected. In the next step inputs
In case the applied input ramps are not normalized, thich effectively act as/p;, are ignored. In case only one
extraction of a single equivalent input ramp out of twdnput remains, this input is also selected as the input to the
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inverter macromodel and only the corresponding transistor will output node
be taken into account. If more than one inputs are switching,
the algorithm [20] is performed repeatedly until only one —] kg

switching input (and transistor) is left as input to the inverter

macromodel.

It is obvious that the starting point of conduction for a §R output node
structure of parallel transistors is the same with the starting Kk
point of conduction for each one of them and is calculated, —> —] S
e.g., in the case ohMOS transistors as the time when §R 1+kgnR
Vas — Vory = 0. n resistors

The parasitic behavior of a parallel transistor structure is
modeled accurately by a single equivalent transistor with
multiplied width, since the effect of the coupling capacitances ?

R

is captured by the increased coupling capacitance of the

equivalent transistor. Thus, no further action is required for

_the mOde“ng of the parasitic behavior of transistors CO””eCtEiQ. 13. Reduction of serially connected transistors when the top operates
In parallel. in saturation and the rest in linear mode.

VII. CoMPLEX GATE MODELING

The aforementioned model is valid for NAND/NOR gategqetransistors which are attached to the output node, are almost
and in order to perform an analysis for more complex gatedjual.
these gates have to be mapped to an equivalent NAND/NORCOonsequently, for each branch an equivalent transistor width
gate. An algorithm for such a reduction has been proposi@aestimated for each of the above two operating regions and an
in [13] and [14], which was based on simple convention@verage value is used for the single equivalent transistor which
collapsing of transistors, i.e., the transconductance of tfPlaces each parallel branch. When the transistors which
equivalent transistor of a transistor structure is a multiple 8f€ attached to the output node operate in linear mode, the
submultiple of the transistor transconductances, for paralRguivalent transistor is extracted in the conventional way. For
or serially connected transistors, accordingly. In this papdfe operation in saturation, the equivalent transistor of serially
the proposed algorithm takes into account the dual operatig@nnected transistors within a branch where the top-most is
(saturation and linear region) of the transistors attached to @éached to the output node, is estimated by the method shown
output node. in Fig. 13. According to this, all transistors which operate in

After finding the conducting path from the output node tinear mode are treated as resistors, the body effect is neglected
the power supply, an efficient merging technique is appliedhd the velocity saturation index of the current modés set
reducing the complex gate to an equivalent NAND or NORdual to unity (good approximation for submicron devices).
structure. Only transistors which belong to the conducting pa@noring the body effect is a compromise to enable further
are considered in the reduction algorithm. The rest are ignor@gelysis in a simple and input-independent manner. However,
but the contribution of their drain/source capacitances on tHe effect of this assumption at this level is limited as will
internal nodes is taken into account. According to the proposeé shown in output waveform results of complex gates. The
merging technique, all parallel branches within a gate at@nconductance of the equivalent transistor results easily
reduced (starting from the inner branches) to an equivaldiht equating the currents which flow through the top-most
transistor by gradually collapsing the serially and parall#lansistor and the equivalent one, taking into account the above
connected transistors within the branches to an equivalent odgsumptions. Finally, the width of the equivalent transistor
This reduction is performed in the conventional way except fof the parallel branches results by summing the width of the
the case when the parallel branches are attached to the outpatlited transistor for each branch. The input waveform for
node. each equivalent transistor during this reduction algorithm is

For branches which are attached to the output node, tiracted by applying the mapping algorithms mentioned in
transistors which are attached to that node will operate $ections V and VI.
saturation for some time and then enter the linear region. IfFor the transistor block of the complex gate which acts
the branches are identical, these transistors will operate ungarasitically, the width of the equivalent transistor is estimated
the same conditions and they will enter the linear region at tite the conventional way. It is obvious that only transistors
same time point. When the parallel branches are not identicathich contribute to the parasitic behavior of the block are
each transistor will exit saturation at a different time pointaken into account. In other words, transistors for which their
However, it has been observed from SPICE simulations thatunterpart in the conducting block belongs to a conducting
the time interval during which the transistors of nonidenticadath are taken into account; all others are considered as short-
branches attached to the output node operate in saturatiosiisuits. It should be noticed that the exact time point when
almost the same. It has also been observed that for both casescomplex gatét,...) starts conducting has to be calculated.
(identical and nonidentical branches) and most of the practi¢alorder to determingg..., the shortest conducting path from
cases, the two time intervals (saturation and linear region) feower supply to the output node has to be identified. Then,
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Fig. 14. Output waveform comparison between the complex gate, the equivalent NAND gate, the equivalent inverter and llliads2 for the corresponding
complex CMOS gates A and B for three submicron technologies. Transistor widths correspond only tothe téd&nology.

the node capacitances on this path have to be estimated, mnwerters are compared for three submicron technologies. The
the starting point of conduction is calculated as described figsults prove the efficiency of the complete proposed modeling
Section 1l technique. In Table Il propagation delay results for other
The proposed reduction algorithm has been applied domplex gates (XOR, MUX, and AOI) are also given.
many complex gates with various input patterns and has been
found to give sufficiently accurate results for most of the
practical cases. Better results are obtained for the complex
gates as the number of the serially connected transistors itMacromodeling for timing simulation can be considered
the equivalent NAND/NOR gates, after the application ads a two-step process: In the first step complex gates are
the reduction algorithm in the complex gate, approaches thmpped to a primitive macromodel and in the next step
number of the transistors in the longest path (from the outpamalysis of the primitive macromodel is performed. It should
node to a power rail) of the complex gate. In Fig. 14 thbe mentioned that the proposed method aims mainly at the
output waveforms of two complex gates and their equivalemhprovement of existing gate modeling techniques which are

VIII. | MPLEMENTATION |ISSUES
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Fig. 14. Continued. Output waveform comparison between the complex gate, the equivalent NAND gate, the equivalent inverter and llliads2 for the
corresponding complex CMOS gates A and B for three submicron technologies. Transistor widths correspond only tarthéeftBrology.

based on elementary primitives such as the inverter [13] basic primitives is performed exactly as in existing modeling
generic MOS circuit primitives [6], [7], [17], [21], [22]. As it techniques used in dynamic timing simulators (ILLIADS2
has been explained in previous sections the main advant§tjé] and IDSIM2 [22]). The implementation of the proposed
of the proposed technique is the reduction of serially amdethod is briefly outlined in the rest of the section.

parallel connected transistors of static and dynamic CMOSHaving a netlist description of a circuit the first step is
gates in an efficient and accurate way and the extractioincuit partitioning (Fig. 15) where individual gates have to
of an accurate equivalent input signal. (Dynamic gates che identified taking advantage of the unidirectional nature of
be seen as a special case of complex static CMOS gatddQS digital circuits. In other words, since signals applied to
Consequently, this method does not introduce new ways tbk gates of MOS transistors affect drain and source voltage but
obtaining output or internal node waveforms of elementadrain and source voltages have no effect on the transistor gate
primitives. Therefore, if the incorporation of the proposeterminal voltage the circuit is first partitioned into individual
method in a timing simulator is the case, simulation dfiIOS gates (similar to DC-connected blocks (DCCB's) in
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exists ?

TABLE 1l
PrOPAGATION DELAY COMPARISONS (ns) BETWEEN SPICE AND THE PROPOSEDMETHOD FOR CoMPLEX CMOS Gates (0.5 pm)
1=0.5ns t=1ns
Gate Eq.Inverter Error Gate Eq.Inverter | Error (%)
XOR 0.1689 0.1689 0.00 % 0.1621 0.1701 4.94 %
MUX2x1 0.2025 0.1982 2.12% 0.2223 0.2272 220%
AQOI121 0.4519 0.4455 1.42 % 0.5722 0.5669 093 %
AOI322 0.3689 0.3488 5.45% 0.4802 0.4587 448 %
GATE A 0.2351 0.2296 2.34% 0.2715 0.2691 0.88 %
GATEB 0.2424 0.2346 3.22% 0.2856 0.2821 1.23%
. T
Identification of gates E
—- —
T —
Determine next phase - -
—=IE
—e||:! —
[ : output
Conducting path L{
4|

input transition, tend

Determine end of

______

Conducting path
exists at tend ?

Ignore transistors which are cut-off

I

Identify inner loops

l

Merge serial and paralle] transistors

,,,,,,

,,,,,,

NAND/NOR gate
resulted ?

1. Evaluate t1
2. Add Cmeq if chain acts parasitically
3. Calculate Weq

Feed output to inverter macromodel

= Independent

inner loop paths

outer loop

Stage i Stage i+1

Fig. 16. Two successive logic stages with complex gates showing inner and
outer loops.

are included in this group beyond this node. For each node,
paths to power supply and ground are determined. Transistors
which participate in both of these paths correspond to pass
transistor logic and are not included in gates.

The flowchart in Fig. 15 explains the treatment of static
and dynamic CMOS gates according to the analysis that
has been presented. Circuits which contain feedback loops
such as cross-coupled inverters can be modeled according to
the methodology of strongly connected components (SCC's)
[17], [22] and applying waveform relaxation (WR) [23]. Pass-
transistor topologies can be handled by mapping them to an
equivalent charge sharing primitive [17], [22].

The next step (Fig. 15) is the detection of the next phase
where an input starts switching. Since all inputs at a given
stage (Fig. 16) of a circuit are known, moving directly to
the next phase improves simulation runtime. If the switching
inputs lead to a conducting path from the output node to
power supply or ground, the end of the input transitigp, is
determined otherwise the program moves to the next phase. At
time #.,q the condition of a conducting path is checked again
in order to determine whether the output will change state or
a glitch will occur.

Fig. 15. Flowchart indicating sequence of actions for handling a general IN case the output of a complex gate switches (i.e., con-

transistor netlist.

ducting criteria are fulfilled at the beginning and the end
of a phase), the gate has to be mapped to an equivalent

[17]). In order to determine these individual MOS gates aNAND/NOR gate prior to transient simulation taking into

circuit nodes which are connected by source-drain DC pathscount only transistors which belong to conducting paths.
are grouped together. Whenever a “boundary” node is reachddrging of serial and parallel transistor structures begins from
(i.e., a power supply node or a gate terminal) no other nodix inner loops (Fig. 16) of the complex gate and the process is
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TABLE IV
ExecuTioN TIMES (S) AND SPEEDUP FACTORS FORFOUR CMOS (ATES (ALL INPUTS SWITCHING)
.TRAN 0.01ns 5ns
SPICE Illiads2 Speedup Proposed Speedup Penalty
NAND2 0.44 0.0646 6.81 0.0654 6.73 1.238 %
NAND4 0.74 0.0719 10.29 0.0732 10.11 1.808 %
GATE A 1.08 0.0695 15.54 0.0713 15.15 2.589 %
GATEB 0.88 0.0678 12.98 0.0694 12.68 2.359 %
1. Determine dc paths from output node to power rails can be incorporated in existing timing simulators in order to
2. Identify independent paths (paths which have no common transistors)  improve their accuracy. The two basic structures of CMOS
For all dependent paths gates, serially and parallel connected transistors are examined.

For each case an equivalent transistor is calculated so that each

Find those that have the largest number of transistors in common NAND/NOR gate can finally be replaced by an inverter whose

3
4.  For these paths, not common transistors form the most inner loops

5. Merge the loop, update paths and go to step 3 output response matches that of the gate. The exact time point
} when each structure starts conducting is calculated, which has

6. Merge independent paths a significant effect on the accuracy of the model. Additionally,

Fig. 17. Identification and merging of loops. the parasitic behavior of parallel or serially connected transis-

tors when they are conducting only the short-circuit current

repeated until a NAND/NOR gate has been formed. The ord'gh_mOdeled very efficiently. A'n input mapping algor.ithm
in which loops are selected for merging is shown in Fig. 1y ich reduces every possible input pattern to an equivalent

An equivalent input is obtained and finally the paramete put sigr_1a| s als_o_ intrqduced anpl the required weights of
of the equivalent inverter are calculated. This information € transistor pos.|t|ons In a transistor cham are cajculated.
stored for the resulting transistors and is used when transi H?a"y’ a me_thod Is presented for coIIapS|_ng complex CMOS
simulation of the elementary primitives begins. gates to equivalent NAND/NOR gates which then are further

It has to be noted that at each stage of the circuit tﬁgllapsed to an equivalent inverter. Comparisons with SPICE

waveforms which are extracted as outputs are mapped dthILLIA?hSZ q havg Ii)heen_ presented ttothshtow theb accu_rac(;j/
equivalent ramp inputs in order to feed them to the ne € method an € improvement that can be gaine

stage. An equivalent ramp has a slope which is equal Y incorporating the reduction s_,cheme in exis_ting timing
70% of the slope of the original waveform at the 50% pc)irﬁlmulators. Results for deep submicron technologies (Or@pb
of the waveform [1]. The only timing information that iSshow the effectiveness of the method for future processes.

transferred to the transient analysis of the inverter macromodel
(or analytical model) in addition to the inverter input is the

starting point of conduction. [1] N. Hedenstierna and K. O. Jeppson, “CMOS circuit speed and buffer

Simulation at elementary primitive level is performed ex- gggmzi%iﬂo&»" 'ElEg')587Tfa”$- Computer-Aided Desiguol. CAD-6, pp.
. - Co . 281, Mar. .
actly as in existing dynamic timing simulators [7], [17], [2] T. Sakurai and A. R. Newton, “Alpha-power law MOSFET model and

[22]. An efficient and widely accepted timing simulator is  its applications to CMOS inverter delay and other formuldEEE J.

i i i i i Solid-State Circuitsvol. 25, pp. 584-594, Apr. 1990.
ILLIADS2 which employs regionwise quadratic modeling [3] L. Bisdounis, S. Nikolaidis, and O. Koufopavlou, “Propagation delay

(RWQ) for capturing of Smeichn_ MOS_ current models.” " ang short-circuit power dissipation modeling of the CMOS inverter.”
The main shortcoming of fast timing simulators such as IEEE Trans. Circuits and Systemswol. 45, pp. 259—270, Mar. 1998.

ILLIADS? in the manipulation of complex gates are the [4] S. M. Kang and H. Y. Chen, “A global delay model for domino CMOS
circuits with application to transistor sizingfht. J. Circuit Theory

large errors which are introduced by the merging of serially  appiicat, vol. 18, pp. 289-306, 1990. ) )
connected transistors. The proposed techniques can improlag B. S. Cherkauer and E. G. Friedman, “Channel width tapering of

[T - . serially connected MOSFET's with emphasis on power dissipation,”
the accuracy of any dynamic timing simulator by handling IEEE Trans. Very Large Scale of Integration Systl. 2, pp. 100-114,

more efficiently complex and NAND/NOR logic gates. Since  mar. 1994,
the main a|gorithmic part of existing simulators will still be [6] Y.-H. Shih and S. M. Kang, “Analytic transient solution of general

used and only a small overhead is added to improve merging gﬁf ?fé??glprgmgeféggﬁ Trans. Computer-Aided Desigvol. 11,

of CMOS gates to an equivalent inverter the time penalty7] Y.-H. Shih, Y. Leblebici, and S. M. Kang, “ILLIADS: A fast timing and
for this extra step is limited as shown in Table IV. In this reliability simulator for digital MOS circuits,""EEE Trans. Computer

I Aided Design of Integrated Circuits and Systews. 12, pp. 1387-1402,
table average execution times for SPICE, ILLIADS2 and the S'e& 1963'39n0 regrated Hireuis and syste PP

proposed method are given for two NAND gates and thé8] A. Dharchoudhury, S. M. Kang, K. H. Kim, and S. H. Lee, “Fast and
two complex gate examples of Section VII. The time penalty accurate timing simulation with regionwise quadratic models of MOS

L . . . .. |-V characteristics,”Proc. IEEE Int. Conf. on Computer-Aided Design
indicates the percentage by which execution time is increased (ccap), Nov. 1994, pp. 190-194.
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